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1 Introduction: the phonetic bases of phonological
Markedness

Bruce Hayes and Donca Steriade

If phonological systems were seen as adaptations to universal performance
constraints on speaking, listening and learning to speak, what would they be
like? Lindblom (1990: 102)

1 Introduction

Our starting point is a hypothesis central to contemporary phonology: that the
markedness laws characterising the typology of sound systems play a role, as
grammatical constraints, in the linguistic competence of individual speakers.
From this assumption, a basic question follows: How are grammars structured, if
markedness laws actively function within them as elements of linguistic compe-
tence? We find the answer offered by Optimality Theory (Prince and Smolensky
1993) worth investigating: the grammatical counterparts of markedness laws
are ranked and violable constraints and the latter form ‘the very substance from
which grammars are built: a set of highly general constraints which, through
ranking, interact to produce the elaborate particularity of individual languages’
(Prince and Smolensky 1993: 217). With qualifications, this view is adopted by
many of the contributions to this volume.

The focus of our book is on a different, complementary question: Where do
markedness laws come from? Why are sound systems governed by these laws
and not by some conceivable others? What is the source of the individual’s
knowledge of markedness-based constraints? The hypothesis shared by many
writers in this volume is that phonological constraints can be rooted in phonetic
knowledge (Kingston and Diehl 1994), the speakers’ partial understanding of the
physical conditions under which speech is produced and perceived. The source
of markedness constraints as components of grammar is this knowledge. The
effect phonetic knowledge has on the typology of the world’s sound systems
stems from the fact that certain basic conditions governing speech perception
and production are necessarily shared by all languages, experienced by all
speakers, and implicitly known by all. This shared knowledge leads learners to
postulate independently similar constraints. The activity of similar constraints is

1



2 The phonetic bases of phonological Markedness

a source of systematic similarities among grammars and generates a structured
phonological typology.

In this introduction, we explain why it is useful to explore the hypothesis that
knowledge of markedness derives from phonetic knowledge: how one’s view
of markedness changes under this hypothesis and what empirical results come
from this change of perspective. We outline first how research on phonetically
based markedness can be beneficially explored in the framework of Optimality
Theory (section 2); and how the OT search for the right constraint set can be
speeded up on the view that markedness is phonetically based (sections 3 and
4). We then discuss a specific example of a phonetically based Markedness con-
straint that illustrates several options in mapping the facts of phonetic difficulty
to the elements of grammar (section 5). In the remaining sections, we relate the
general discussion of markedness to the specific contents of the book, noting
that despite differences of analytical strategy or general theoretical outlook, the
diverse phenomena analysed by our contributors can be viewed in a unified
fashion.

2 Phonetically based Markedness and Optimality Theory

The idea that phonological Markedness has phonetic roots has particular an-
tecedents in The sound pattern of English (Chomsky and Halle 1968), in the
theory of Natural Phonology (Stampe 1973), and in the more recent work on
Grounded Phonology by Archangeli and Pulleyblank (1994). Optimality The-
ory makes it worth returning to these issues, since it provides tools with which
the questions can be addressed in novel ways. OT takes on a difficulty that held
back earlier approaches to naturalness: the what is phonetically difficult is not
the same as the how to fix it. In a rule-based framework, one must provide the
theory with multiple fixes, all of which address the same phonetic difficulty.
OT separates the problem (embodied in the Markedness constraints) from the
solution; the latter is the general procedure at the core of OT, namely creation
of a large candidate set by GEN, with the choice from among them determined
by the relative ranking of the Markedness constraints with respect to Faithful-
ness and each other. As a result, OT allows the phonetic principles that drive
the system to be expressed directly (Myers 1997): a constraint can embody a
particular form of phonetic difficulty, with the issue of how and whether the
difficulty is avoided relegated to other parts of the grammar. For a clear case
of this sort, see the discussion of postnasal voicing in Pater (1999) and Kager
(1999).

The separation of Markedness and Faithfulness also provides a cogent re-
sponse to an ancient canard: If phonetic optimality is important, why don’t
sound systems contain nothing but the Jakobsonian optimal [ba]? The answer
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is that not all the constraints can be satisfied at once. Faithfulness and
Markedness constraints conflict; and moreover, there are conflicts between dif-
ferent types of Markedness constraints (notably, those grounded in production
vs those grounded in perception). There is no reason to expect the resolution of
these conflicts to be uniform across languages. The postnasal voicing example
just mentioned is a plausible case of multiple resolutions of the same difficulty.

The more direct argument for OT is that phonetically based constraints dis-
cussed here are frequently both active and violated, yielding Emergence of the
Unmarked effects (McCarthy and Prince 1994) which require explicit ranking.
Kirchner’s, Kaun’s, and Crosswhite’s chapters provide extensive evidence of
this type, as does a voicing example discussed below.

3 Markedness

The term markedness is ambiguous. It can be used in a strictly typological sense,
to identify structures that are infrequently attested or systematically missing,
as in Active use of [–ATR] is marked (Archangeli and Pulleyblank 1994: 165
and passim). The term can also refer to an element of a formal linguistic theory,
as in OT, where the term markedness characterises a constraint type, often dis-
ambiguated by capitalisation: Markedness constraints penalise particular struc-
tures in surface forms, whereas Faithfulness constraints evaluate dimensions
of similarity between specified pairs of lexically related structures, such as the
underlying and surface representations.

The definition of markedness in OT is also sometimes related to the hypothe-
sis that Markedness constraints are universal and innate. This claim is logically
independent of the central tenets of OT about constraint interaction.1 Accord-
ingly we are free to assume that a constraint need not be universal or innate
to qualify as a Markedness constraint; rather, we use the term in the purely
technical sense of a constraint whose violations are evaluated solely on surface
forms. We use the term markedness law to denote patterns found in typological
data, which Markedness constraints are often meant to explain. We may add that
the correspondence conditions themselves are formulated with the intention of
deriving key aspects of phonological typology.2

The terms thus clarified, we turn now to the options available to phonologists
who study markedness in either of these two senses.

4 Inductive and deductive approaches to the study of Markedness

Lindblom (1990: 46)3 observes that the study of distinctive features can pro-
ceed in two ways: inductively and deductively. The inductive approach in the



4 The phonetic bases of phonological Markedness

study of features is to introduce a new feature whenever the descriptive need
arises. The deductive approach, for example Stevens’ Quantal Theory (1989) or
Lindblom’s Dispersion Theory (1986), proceeds not from a question of
description (‘What are the features used in language?’) but from a principled
expectation: ‘What features should we expect to find given certain assump-
tions about the conditions [under which] speech sounds are likely to develop?’
(Lindblom and Engstrand 1989: 107). The deductive approach can thus hope
to provide not only an empirically verifiable feature theory, in the form of
principles from which feature sets derive, but may also yield answers to fur-
ther questions, such as ‘Why are the mental representations of speech sounds
feature-based (and likewise segment-, syllable-, foot-based)?’ These questions
simply do not arise under approaches that take for granted the existence of
such units and merely aim to discover in the data a basis for their classific-
ation.

The distinction between inductive and deductive approaches applies equally
to research on markedness. Most attempts to discover markedness principles
in phonology have proceeded, until recently, in inductive fashion: phonologists
accumulate factual observations about languages and, in due course, a cluster
of such observations coheres into a law. The law may be absolute (‘There are no
initial or final systems in which all obstruent combinations are heterogeneous
with regard to voicing’; Greenberg 1978: 252), or implicational (‘The presence
of syllabic [h� ] implies the presence of syllabic fricatives’; Bell 1978: 183),
or only a trend (‘If a nasal vowel system is smaller than the corresponding
basic vowel system, it is most often a mid vowel that is missing from the
nasal vowels’; Crothers 1978: 136). But in most cases the laws originate as
generalisations over known languages, not as principles explaining why these
laws should be expected to hold. A set of such laws, when they survive peer
review, forms a proposed theory of markedness.

The markedness questions asked in earlier typological work seem to have
been those for which evidence happened to be available. We cannot exclude
the possibility that a priori principles have guided the search for typological
generalisations, as reported in the classic work of Trubetzkoy 1938, Jakobson
1941, Hockett 1955, and Greenberg 1978, but these guiding principles were
not spelled out and cannot be reconstructed. One may ask, for instance, why
the search for clustering universals (Greenberg 1978) proceeds by asking some
questions (Is there an implicational relation between initial [ln] and initial [lt]?)
but not others (Is there an implicational relation between initial [ht] and initial
[th]?).

There is an issue of research strategy here. The number of conceivable typo-
logical observations is so vast that our results will be haphazard if we examine
the data in arbitrary order. Without a general conception of what makes a possi-
ble markedness principle, there is no more reason to look into the markedness
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patterns of, say, initial retroflex apicals (a useful subject, as it turns out; see
section 6.1) than into those of prenasal high tones (a topic whose interest re-
mains unproven). The researcher has to take a stab in the dark. In light of
this, it seems a sensible research strategy to hypothesise general principles
concerning why the constraints are as they are, and let these principles determine
a structured search for markedness patterns. We also see below that pursuing
the deductive strategy can yield a completely different picture of markedness
in several empirical domains.

The work reported in this volume proceeds deductively – as advocated by
Lindblom (1990) and Ohala (1983, and much later work) – by asking at the
outset variants of the following question: Are there general properties dis-
tinguishing marked from unmarked phonological structures, and, if so, what
are they? Earlier work in phonetics4 and phonology5 suggests that a connec-
tion can be found between constraints governing the production and percep-
tion of speech and markedness patterns. Certain processes (cluster simplifica-
tion, place assimilation, lenition, vowel reduction, tonal neutralisation) appear
to be triggered by demands of articulatory simplification, while the specific
contexts targeted by simplification (e.g. the direction of place assimilation,
the segment types it tends to target) are frequently attributable to perceptual
factors.

Deductive research on phonological markedness starts from the assumption
that markedness laws obtain across languages not because they reflect struc-
tural properties of the language faculty, irreducible to non-linguistic factors, but
rather because they stem from speakers’ shared knowledge of the factors that
affect speech communication by impeding articulation, perception, or lexical
access. Consider the case discussed below, that of the cross-linguistic dispref-
erence for voiced geminates. The deductive strategy starts from the assumption
that this dispreference cannot reflect an innate constraint that specifically and
arbitrarily bans [b� d� g�], but must be based on knowledge accessible to in-
dividual speakers of the factors that might interfere with the production and
perception of voicing. This knowledge and its connection to the grammar have
then to be spelled out.

Is the deductive strategy reductionist? Clearly so, but in specific respects.
The research presented here bears only on the possibility of systematically de-
ducing the contents of phonological constraints from knowledge of grammar-
external factors. This is not the same as deducing the grammar itself: on
the contrary, structural properties of the grammar may well filter phonetic
knowledge and limit the ways it is mapped onto grammatical statements,
as suggested by Gordon (chapter 9) and summarised below (section 5.7).
Further, none of the contributions addresses systematically the nature of phono-
logical representations or deduces their properties from extra-grammatical
factors or discusses whether such reduction is feasible (Gafos 1999). The same
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goes for the nature of constraint interaction. On the issue of external ground-
ing for all of these components, see Pierrehumbert’s overview (2000), and
the discussion of representations and constraint interactions by Flemming
(2001).

5 Markedness from phonetics: a constraint and its phonetic basis

We now examine a specific example of the deductive strategy. This section
introduces a markedness scale and points out its sources in the aerodynamics
of speech.

In the phonological analysis of a number of languages, a constraint is needed
that penalises voiced obstruent geminates; (1) is a first approximation.

(1)
*



 voice

son

X   X  

+

Variants of (1) are active in Ancient Greek (Lupas 1972), Ossetic (Abaev 1964),
Nubian (Bell 1971), Lebanese Neo-Syrian (Ohala 1983), Tamil (Rajaram 1972),
Yakut (Krueger 1962), Limbu (van Driem 1987), Seleyarese and Buginese
(Podesva 2000), and Japanese (Ito and Mester 1995). No language known to us
bans just the voiceless geminates.6 The constraint in (1) thus has a typological
counterpart, the implicational law in (2):

(2) The presence of a voiced obstruent geminate in a given language implies,
in any context, that of the corresponding voiceless geminate.7

If a Markedness constraint like (1) reflects, directly or not, an implicational law
like (2), then we must consider the possibility that the constraint is universal,
in the sense of being potentially active in any grammar. In the next section we
explore the hypothesis that some version of (1) is universal in the sense of being
inferable from generally available phonetic knowledge.

5.1 From phonetics to grammar

As indicated earlier, we assume that constraints may be universal without be-
ing innate (cf. Lindblom 1990; Donegan 1993; Boersma 1998; Hayes 1999).
We view Universal Grammar (UG) primarily as a set of abstract analytical
predispositions that allow learners to induce grammars from the raw facts of
speech, and not as a – dauntingly large – collection of a priori constraints. The
project then is to understand how constraints like (1) are induced from evidence
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about the conditions under which voicing is perceived and produced and what
form they take if they are so induced. It is useful here to make the four-way
distinction shown below:

(3) a. Facts of phonetic difficulty
b. Speakers’ implicit knowledge of the facts in (a)
c. Grammatical constraints induced from the knowledge in (b)
d. Sound patterns reflecting the activity of the constraints in (c)

Facts about phonetic difficulty (3a) and sound patterns (3d) are, in principle,
accessible; they are obtainable from experiment, vocal tract modelling, and
descriptive phonological work. But the precise contents of (3b) and (3c) have
to be guessed at. We see no alternative to drawing these distinctions and making
some inferences.

With Prince and Smolensky (1993), we assume that constraint organisation,
(3c), reflects transparently the structure of markedness scales, (3b).8 We also
assume that the correspondence between the facts of phonetic difficulty (3a)
and the markedness scales (3b) is necessarily indirect: the crucial question is
how indirect.

The markedness scales phonologists have mainly relied on so far do not, in
their current formulations, explicitly relate to scales of articulatory or perceptual
difficulty. Examples are: (a) the nucleus goodness scale in Prince and Smolen-
sky 1993; (b) a place optimality scale like ({Labial, Dorsal} ≺ Coronal ≺
Pharyngeal), where ≺ denotes ‘worse than’; Lombardi (in press); and (c) syl-
labic markedness scales like CVCC, CCVC ≺ CVC ≺ CV. This may reflect the
fact that there is no connection between Markedness constraints and phonetic
scales or that the exact ways in which phonetic scales map onto phonological
markedness has no consequences for the functioning of the phonology. How-
ever, the research reported in this book as well as in earlier work indicates that
there is often evidence for a much closer connection.

In the next subsections we summarise the articulatory difficulties involved
in sustaining vocal cord vibration in different obstruents and consider ways
in which speakers can encode knowledge of these difficulties in markedness
scales. Our point will be that among several types of mapping (3a) onto (3b)–
(3c), a more direct one yields more predictive and more successful models of
grammar.

5.2 Aerodynamics of voicing

Phonetic studies (Ohala and Riordan 1979; Westbury 1979; Westbury and Keat-
ing 1986) have located the rationale for the markedness law in (2) in the aero-
dynamics of voicing production:



8 The phonetic bases of phonological Markedness

(4) a. Voicing requires airflow across the glottis.
b. In obstruents, the supraglottal airflow is not freely vented to the outside

world.

For these reasons, active oral tract expansion (for example, by tongue root
advancement or larynx lowering) is necessary to maintain airflow in an obstru-
ent. These manoeuvres cannot be continued indefinitely or controlled tightly. It
is therefore more difficult to sustain production of voicing in long obstruents.
The difficulty is directly witnessed in languages like Ossetic, whose speakers
attempt to maintain a voicing distinction in long obstruents but nonetheless
lose ‘part or all of the voiced quality’ (Abaev 1964: 9) in [b� d� g�]. No com-
parable difficulty exists in sustaining voicelessness in [p� t� k�] or voicing in
long sonorants, while the problem of maintaining voicing in singleton stops is
necessarily one of shorter duration. So far the discussion motivates a simple
voicing difficulty scale of the form Di� ≺ Di where Di� is a geminate voiced
obstruent, and Di is the corresponding singleton.

Consider now a second factor that influences phonetic difficulty in obstru-
ents, namely place of articulation. As Ohala and Riordan (1979) observe, the
size of the cavity behind the oral constriction affects the aerodynamics of voic-
ing. The time interval from the onset of stop closure to the point where passive
devoicing will set in varies with the site of the oral constriction: in one ex-
periment, voicing was observed to continue in [b] for 82 ms, but for only 63
and 52 ms respectively in [d] and [g]. This is because the larger cavity behind
the lips offers more compliant tissue, which allows the cavity to continue for a
longer time to expand passively in response to airflow. A consequence of this
is the known asymmetry (Gamkrelidze 1978) between voicing markedness in
singleton bilabials as against alveolars and velars: [g] implies [d] which implies
[b].9 This asymmetry holds, according to Ohala (1983), among voiced gemi-
nates as well: a geminate [b�]’s duration will certainly exceed 82 ms, and thus
some active expansion of the oral tract must be taking place, just as for [d�] and
[g�]. But a difference in ease of voicing maintenance persists among the voiced
geminates, because there are more options for expansion available in front than
in back articulations.

5.3 From aerodynamics to markedness to constraints

There are then at least two sources of articulatory (and indirectly perceptual)
difficulty in maintaining voicing: the duration of oral closure and the size of
the cavity behind the oral constriction. Phonologically, these are completely
different, yet at the level of phonetic difficulty, they are essentially the same
thing: in both [g] (a singleton with a small cavity behind the constriction) and
[b�] (a geminate with a large cavity) there is difficulty in maintaining voicing
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past the point where passive devoicing normally sets in. Thus at the phonetic
level we can posit a single scale of difficulty that includes both singletons and
geminates.

(5) *[+voice]: {g� ≺ d� ≺ b� ≺ g ≺ d ≺ b}

The scales we formulate henceforth distinguish a shared target property –
[+voice] in (5) – and the set of contexts in which this property is realised
with greater or lesser difficulty: (5) states that the [+voice] feature is hard-
est to realise in [g�], next hardest in [d�], and so on, and easiest to realise in
[b].

The scale in (5) identifies [b�], the best voiced geminate, as harder to voice
than short [g], the worst singleton. The difference between a singleton and a
geminate consonant is typically much more than the 30 ms that separate the
onset of passive devoicing in [b] vs [g] (Lehiste 1970; Smith 1992). Thus the
difficulty involved in sustaining voicing should be far more extreme for any
geminate obstruent than it would be for any voiced singleton: (5) reflects this
point.

If knowledge about the difficulty of sustaining voicing in obstruents resem-
bles the scale in (5), then its grammatical counterpart cannot be a single con-
straint; nor can the constraints against voiced geminates remain unrelated to
those against voicing in singletons. This is because the voicing difficulty in
[g� d� b�] is of the same type – if not of the same magnitude – as that in-
volved in [g d b]. We need a constraint set that reflects the whole scale in
(5), not just its upper region. The more general point is that knowledge of
markedness, when viewed as phonetic knowledge, generates constraint fami-
lies and rankings whose structure reflects a broader map of phonetic difficulty,
as the learner understands it, rather than isolated points and relations on this
map.

As a specific proposal to this end, consider the set of Markedness constraints
in (6). These constraints are assumed to be ranked a priori, according to the
phonetic difficulty of the segments that they ban (but see fn. 8 above on the
issue of fixed rankings).

(6) a. *[−son, +long, +dorsal, +voice] ‘no voiced long dorsal obstruents’ �
b. *[−son, +long, +coronal, +voice] ‘no voiced long coronal obstruents’ �
c. *[−son, +long, +labial, +voice] ‘no voiced long labial obstruents’ �
d. *[−son, –long, +dorsal, +voice] ‘no voiced short dorsal obstruents’ �
e. *[−son, –long, +coronal, +voice] ‘no voiced short coronal obstruents’�
f. *[−son, –long, +labial, +voice] ‘no voiced short labial obstruents’

If the rankings in (6) are fixed, then the relative ranking of this constraint
family with respect to the Faithfulness constraint Ident(voice) determines the
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inventory of voiced obstruents, as shown in (7):

(7) Ranking of IDENT(voice)   Inventory derived

{g� d� b� g d b}   

 
*[–son,+long,+dorsal,+voice]  

{d� b� g d b }

*[–son,+long,+coronal,+voice] 

{b� g d b }   

*[–son,+long,+labial,+voice] 
IDENT(voice)  { g d b }  
 

*[–son,–long,+dorsal,+voice]  
{ d b }  

*[–son,–long,+coronal,+voice]  
{ b }  

*[–son,–long,+labial,+voice]  
∅ 

An interesting aspect of the constraint set in (6) is that it uses very fine cate-
gories, each embodying information about both place and length. Phonologists
characteristically judge that constraints are based on rather broader categories.
One thus could imagine a more modular characterisation of voicing marked-
ness, as in (8):

(8) a. *[−son, +dorsal, +voice] ‘no voiced dorsal obstruents’ �
*[−son, +coronal, +voice] ‘no voiced coronal obstruents’ �
*[−son, +labial, +voice] ‘no voiced labial obstruents’

b. *[−son, +long, +voice] ‘no long voiced obstruents’ �
*[−son, –long, +voice] ‘no short voiced obstruents’

The constraints in (8) are simpler than those of (6), and involve separate chains
of a priori rankings for the dimensions of place and length. As a result, this
constraint set is silent on how closure duration and cavity size interact – that
is, on the [b�] vs [g] comparison – and thus makes rather different predictions.
Notably, we find that in ranking Ident(voice) amid the chains of (8) (interleav-
ing the chains freely), we cannot derive the inventories for two of the crucial
cutoff points in (5): {b� g d b} (forbidding *[d�] and harder) and {d� b� g d b}
(forbidding just *[g�]).10

5.4 From scales to sound patterns: some language data

The special possibilities implied by (6) (i.e., the constraint set that embod-
ies a unitary scale of voicing difficulty) are confirmed by examples from real
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languages. The chart in (9) illustrates patterns of selective voicing neutralisa-
tion, on a scale like (5), defined by length and place categories: shaded cells in
the chart indicate that the voiced obstruent in the column header does not occur.
As we compare the three scales introduced earlier with the chart in (9), we
observe first that there exist languages that draw a cutoff on all seven possible
points of (5):

(9) Place and length constraints on voicing contrasts

b d g b� d� g�
a. Delaware (Maddieson 1984)

b. Dakota (Maddieson 1984)

c. Khasi (Maddieson 1984)

d. Various (citations under (1) above)

e. Kadugli (Abdalla 1973), Sudan

Nubian (derived environments; Bell 1971)

f. Cochin Malayalam (Nair 1979), Udaiyar Tamil

(Williams & Jayapaul 1977), Sudan

Nubian (root-internal only: Bell 1971)

g. Fula (Maddieson 1984)

The cases of greatest interest here are (9e) and (9f), which show languages that
allow all of the voiced singletons but only some of the voiced geminates. These
cases are crucial to the comparison at hand (they are allowed by (6) but not (8)),
so we discuss them in greater detail.

A dialect of Sudanese Nubian (Nilo-Saharan; Bell 1971), first discussed in
this connection by Ohala (1983), disallows [d��] and [g�] root-internally but
does allow [b� d�]. Derived geminates pattern differently: derived [b�] but not
[d�] is preserved as such, with only occasional devoicing of [b�], as seen below
in (10).

(10) Stem Stem + /go�n/ ‘and’ Gloss
[fag] [fak�o�n] ‘and goat’
[kad�] [katʃ�o�n] ‘and donkey’
[kid] [kit�o�n] ‘and rock’
[fab] [fab�o�n], occasional [fap�o�n] ‘and father’

As (10) shows, suffixes like /-go�n/ cause gemination of a preceding non-
continuant. Gemination entails obligatory devoicing for non-labial stops. There
is a difference, then, between the obligatory devoicing of derived [d�] (cf.
[kit�o�n] from /kid-go�n/, expected *[kid�o�n]) and the preservation of root-
internal [d�] (e.g. [ed�i] ‘hand’). The devoicing of [d�] in derived environments
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can be interpreted as an emergence of the unmarked effect (McCarthy and
Prince 1994, McCarthy, in press):11 hence the markedness ranking [d�] ≺ [t�].
The fact that derived [b�] normally surfaces intact suggests a markedness differ-
ence relative to derived [d�], which must devoice: this supports the further scale
fragment [d�] ≺ [b�]. Moreover, since non-derived [b�] and [d�] are preserved,
while [g�] is impossible across the board, a further scale section is established:
[g�] ≺ [d�] ≺ [b�]. Finally, singletons are not subject to even optional devoicing,
unlike [b�]. We can infer from this that [b�] ≺ [g, d, b]. The Nubian data thus
supports a voicing markedness scale that distinguishes at least four intervals:
[g�] ≺ [d�] ≺ [b�] ≺ [g d b].

The Nubian pattern of selective voicing neutralisation in geminates is not
isolated. A closely related system appears in Kadugli (Niger-Congo; Abdalla
1973): here all voiced singletons are permitted, as well as [b�] and the implo-
sives [�� ��]. No other voiced geminate obstruents occur. Voiceless geminates
are found at all points of articulation, including [p� t��� t� k�], but voiced coun-
terparts of the non-labials [d� d��� g�] are impossible. Note the *[d�] vs [��]
difference: larynx lowering in [��] sustains voicing. Moreover, as seen in (9),
some languages exclude just geminate [g�], allowing [b�], [d�], and all singleton
voiced C’s.

Of related interest to the discussion of voicing markedness is the fact that
Nubian lacks [p], a gap related to aerodynamic factors reviewed by Ohala
(1983). A short [p] must be actively devoiced, unlike stops at other points of
articulation. But [p�] and [p] differ, because the longer duration of [p�] allows
it to reach unassisted the point of passive devoicing. In Nubian, this explains
why [p] is absent, while [p�] is allowed to arise. We return to this point in
section 5.7.

The patterns reviewed in this section and the overall picture in (9) exceed the
predictive powers of the most modular statement of voicing difficulty examined,
the duo of scales in (8). This is because (8), by hypothesis, limits markedness
comparisons to very simple, minimally different pairs of abstract phonological
categories: geminates vs singletons and labials vs coronals vs dorsals. This
argues that the mapping from voicing difficulty to markedness scales must be
more direct and consequently that the scales, and thus the grammars, reflect
in greater detail the complexity of phonetic difficulty. The same conclusion is
echoed in this volume in the chapters by Kirchner and Zhang.

5.5 Markedness scales and language-specific phonetics

In comparing (6) and (8), we found that (6), an approach that sacrifices some
degree of formal simplicity in order to reflect more closely the asymmetries
of production and perception, achieves better descriptive coverage, notably of
asymmetrical systems like Nubian. Yet even (6) is not a purely phonetically
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based system: it uses standard phonological categories, and refers to only two
of the many factors that can influence obstruent voicing. A more thoroughgoing
option would be to state that any factor whatsoever that influences difficulty of
voicing can be reflected in the constraints and their ranking. This is outlined in
the phonetic scale of (11):

(11) [+voice] {x ≺ y}, where x, y is any pair of voiced segments or voiced
sequences, such that, without active oral tract expansion, the ratio of voiced
closure to total closure duration is less in x than in y.

This is not a fixed list of sounds but a schema for generating phonetic difficulty
scales based on knowledge about the phonetic factors that contribute to voicing
maintenance. Such a schema would be expected to respond to fine-grained
differences in how particular phonological categories are realised phonetically
in individual languages.

Suppose, for instance, that in some particular language [d] is a brief flap-like
constriction and [b] is a full stop. In such a case, (11) may predict, depending
on the specifics of the durational difference, that [+voice] {[b] ≺ [d]}, contrary
to (6) and (8). There are in fact languages that allow [d] but not [b] (Maddieson
1984); but the comparative duration of these [d] relative to other voiced stops
is not known to us.

There is some evidence that languages indeed deploy phonological con-
straints based on the conditions set up by language-specific phonetic factors.
Zhang’s chapter provides an interesting case, which we review here. In Stan-
dard Thai, CVR syllables (V = short vowel, R = sonorant consonant) have
richer tone-bearing possibilities than CV�O (V� = long vowel, O = obstruent).
In particular, CV�O in Thai cannot host LH or M tones, whereas CVR can host
any of the five phonemic tones of the language. The Navajo pattern is close
to being the opposite: CV�O can host any phonemic tone (H, L, HL, LH), but
CVR cannot host HL or LH.

To explain this type of language-specific difference, Zhang proposes that
what licenses contour tones is a combination of length and sonority: vowels
make better contour hosts than consonantal sonorants, but, at equal sonority
levels, the longer sonorous rhyme is the better carrier. In Zhang’s Navajo data,
CVR and the V� portion of CV�O are very close in duration. Thus, the sonority
difference of R in CVR versus the second half of the long vowel in CV�O
implies that it should be CV�O that is the better tone bearer, and the phonology
bears this out: CV�O can host more contours.

In contrast, for Thai, it is CVR that is tonally free and CV�O that is restricted.
The source of this reversal vis-à-vis Navajo is evidently a pattern of allophony
present only in Thai: long vowels are dramatically shorter in closed syllables.
As a result, Thai CV�O has considerably less sonorous rhyme duration than
CVR, and the difference is plausibly enough to compensate for CVR’s inferior
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sonority profile. The upshot is that a language-specific difference of allophonic
detail – degree of shortening in closed syllables – is apparently the source of a
major phonological difference, namely in the tone-bearing ability of different
syllable types.

This example is striking evidence for the view that at least some of the
markedness scales relevant to phonology must be built on representations that
contain language-specific phonetic detail: there is, as Zhang argues at length, a
cross-linguistically unified theory of optimal contour carriers, based on a single
scale of sonorous rhyme duration. But specific rhymes can be ranked on this
scale only when their (non-contrastive, language-specific) durations are speci-
fied, not by comparing more schematic representations like CVR to CV�O.

Similar conclusions on the nature of markedness scales follow from Gordon’s
work on weight (chapter 9), which demonstrates that the typology of optimal
stress-bearing syllables is generated by scales of total perceptual energy (inte-
gration of acoustic energy over time within the rhyme domain). Gordon shows
that language-specific facts about coda selection explain why some languages
(e.g. Finnish) count VC and VV rhymes as equally heavy, while others (like
Mongolian) rank VV as heavier. Relevant in the present context is that Gordon’s
results, like Zhang’s, do not support universal scales composed of fixed linguis-
tic units (say fixed rhyme types like V�C0> VCC0> V) but rather schemas for
generating, on the basis of language-specific information, scales of weight or
stressability. The advantage of this approach in Gordon’s case is that it reveals
the basis on which specific languages choose to count specific rhyme types as
heavy or light, a choice long believed to be arbitrary.

5.6 The stabilisation problem

If phonetic factors that are allophonic matter to phonological patterning, we
must consider the fact that a great deal of allophonic variation is optional and
gradient. If such variation bears on phonology, we would expect to see a number
of phonological effects that seem to be missing. For example, we are not aware
of any sound system in which slowed-down speech, or phrase-level lengthen-
ing, causes categorical obstruent devoicing, for either geminates or singletons.
Conversely we know of no case in which fast speech allows voicing distinctions
to emerge that are absent at normal rates.

These are instances of what we call the stabilisation problem: maintaining
a (relatively) stable phonology in the face of extensive variation in the pho-
netic factors that govern the phonological constraints. The stabilisation problem
arises in all markedness domains that one might plausibly link to perception
and production factors: most types of articulatory and perceptual difficulties are
exacerbated by either excessive or insufficient duration, yet variation in speech
rate is seldom associated with phonological neutralisation.
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The stabilisation problem can be addressed in a number of ways. One pos-
sibility, suggested by Steriade (1999), is to suppose that the computation of
optimal candidates is carried out relative to a standard speaking rate and style;
stabilisation arises when outputs at other rates and styles are bound to the
standard outputs by correspondence constraints. Another approach, suggested
by Hayes (1999), posits that phonological learning involves testing candidate
constraints against aggregated phonetic experience, stored in a kind of map;
those phonological constraints are adopted that achieve a relatively good match
to aggregated phonetic experience; thus all speaking rates and style con-
tribute together to constraint creation. For further discussion of stabilisation,
see Boersma 1998, Kirchner 1998, Flemming 2001, Pierrehumbert 2001, and
Zhang’s chapter.

We have compared so far the predictions of three different ways of encoding
voicing markedness, making the assumption that the set of Markedness con-
straints reflects directly properties of phonetic difficulty scales. We have seen
that simple statements of markedness like (8), which break down continua of
phonetic difficulty into multiple unrelated scales, are unable to reflect cross-
class markedness relations such as [d�] ≺ [b�] ≺ [g] or [d�] ≺ [��]. For the
voicing example considered, the evidence suggests that adherence to a tight-
fisted criterion of formal simplicity is therefore untenable. Moreover, we have
seen evidence that phonetically based constraints cannot be stated with a priori
phonological categories, as in (6), because the phonetic details of how phono-
logical categories are implemented in particular languages turn out to matter to
the choice of constraints and their ranking.

5.7 The tension between formal symmetry and phonetic effectiveness

Cases like the Nubian voicing phenomena are perhaps eye-opening to many
phonologists. Nubian appears to pursue the goal of a good phonetic fit despite
the phonological asymmetry that is involved: the set of voiced stops that is
allowed in the derived contexts of Nubian is the unnatural class [b d g b�]. Such
cases lead one to wonder whether adherence to phonetic factors can give rise
to phonological asymmetry on an unlimited basis.

In addressing this question, we should remember that the complexity seen in
Nubian only scratches the surface. There are other factors besides gemination
and place of articulation that influence voicing, notably whether an obstruent
follows another obstruent, or whether it is postnasal or not. Since these factors
all impinge on the crucial physical parameter of transglottal airflow, they trade
off with one another, just as place and gemination do. Each factor geometrically
increases the space of logical possibilities that must be considered in formulating
constraints.
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Evidence from vocal tract modelling (Hayes 1999), which permits phonetic
difficulty to be estimated quantitatively, indicates that pursuing the imperative
of good phonetic fit can give rise to hypothetical phonological patterns con-
siderably more complex than Nubian. Consider, for instance, a hypothetical
language in which the conditions of (12) hold true

(12) a. [b] is illegal only after obstruents;
b. [d] is illegal after obstruents and initially; and
c. [g] is illegal anywhere other than postnasal position

Modelling evidence indicates that this is a system that has a very close fit to the
patterns of phonetic difficulty. However, a pattern with this level of complexity
has not been documented.

The question of whether there is an upper complexity limit for phonolog-
ical constraints has also been explored by Gordon (chapter 9), who fitted a
large set of logically possible phonological criteria to amplitude and duration
measurements made on a variety of languages. Gordon’s goal was to assess
how well these criteria can classify the syllables of individual languages into
groups whose rhymes maximally contrast for total acoustic energy, which ap-
pears to be the primary phonetic basis of syllable weight. Gordon finds that
the best-distinguished classification often can be achieved by employing a for-
mally very complex phonological distinction – which is never the distinction
actually used by the languages in question. Instead, languages evidently adopt
whichever of the formally simpler distinctions best matches the patterns of total
rhyme energy seen in their syllables. Gordon’s conclusion is that formal sim-
plicity places a limiting role on how closely phonetic effectiveness can define
phonological constraints.

A puzzle arises here. On the one hand, Gordon found a rather strict limit
on the complexity of weight criteria (essentially, two phonological predicates).
On the other hand, in the area of segment inventories, languages seem to tol-
erate complex and asymmetrical systems like Nubian (see scale in (6), which
employs minimally four predicates per constraint). Why is the drive for for-
mal simplicity stronger in weight computation? We conjecture that this has
to do with the relatively greater difficulty in learning syllable weight cate-
gories as compared to segmental categories. Syllables are not actually heard as
heavy or light; they are categorised as such, and this knowledge can only come
from an understanding of the prosodic phenomena of the language that depend
on weight. Moreover, the primary system reflecting weight, namely stress, is
often itself rather complex and difficult to learn. Therefore, any hypothesis
about syllable weight is itself dependent for its verification on another complex
system, that of stress. Things are different in the case of segmental inventories;
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if the grammar under consideration predicts that particular segments should
or should not exist, this can be verified fairly directly. Perhaps for this rea-
son, simplicity in computation is not at a premium for inventories and altern-
ations.

Does formal symmetry nevertheless sometimes play a role in determin-
ing segment inventories? A possibly relevant case again involves obstruent
voicing. We noted in section 5.4 above that the conditions permitting voiceless-
ness in obstruents are essentially the opposite of those for voiced obstruents:
[p] is the most difficult obstruent to keep voiceless (particularly in voicing-
prone environments, such as intervocalic position); it is followed in order by
[t k p� t� k�]. In light of this it is puzzling that Arabic bans geminate [p�],
but allows [t k], thus permitting the more difficult sounds and disallowing the
easier.

We can interpret this pattern along lines parallel to (8), with [−voice] substi-
tuted for [+voice]. There are two families of constraints for [−voice], one based
on place, the other on length, with each ranked a priori according to phonetic
difficulty. Ident(voice) is ranked with respect to them as shown in (13); this
derives the voiceless inventory [t k t� k�]:12

(13) *[–son, +labial, –voice]   

 IDENT(voice) 

*[–son, +coronal, –voice]  *[–son, –long, –voice] 

*[–son, +dorsal, –voice]  *[–son, +long, –voice] 

Thus, it is possible that languages can vary according to whether the con-
straints that regulate any particular phenomenon are detailed and closely tailored
to phonetics, as in (6), or more general and related to phonetics more abstractly,
as in (8) or (13). At present, it appears that both hypotheses like (6) and hy-
potheses like (8/13) undergenerate, suggesting we cannot account for all the
facts unless both are allowed.

6 Markedness scales beyond voicing

The voicing example has outlined some of the issues that arise when we pursue
systematically the hypothesis that knowledge of Markedness constraints stems
from knowledge of phonetic difficulty. We now connect these issues to the
contents of the book, outlining the empirical domains covered by the other
chapters and pointing out formal parallels to the voicing case.
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6.1 Scales of perceptibility

A central ingredient in the analyses of segmental phonology are the scales
of perceptibility. Certain featural distinctions are more reliably perceived in
some contexts than in others. Rounding is better perceived in high, back, and
long vowels than in non-high, front, and short vowels (Kaun, chapter 4). Place
distinctions in consonants are better perceived in fricatives than in stops; in
prevocalic or at least in audibly released consonants than in unreleased ones; in
preconsonantal position, a consonant’s major place features are better perceived
if followed by an alveolar than by a velar or labial (Wright, chapter 2; Jun,
chapter 3). All vocalic distinctions are better perceived among longer or stressed
vowels, than in short stressless ones (Crosswhite, chapter 7).

Relative lack of perceptibility triggers two kinds of changes: the perceptually
fragile contrast is either enhanced (Stevens and Keyser 1989) – by extending
its temporal span or increasing the distance in perceptual space between con-
trast members – or it is neutralised. Kaun’s chapter explores enhancement.
She argues that rounding harmony is a contrast enhancement strategy: a vowel
whose rounding is relatively harder to identify extends it to neighbouring syl-
lables. In this way, what the feature lacks in inherent perceptibility in its orig-
inal position it gains, through harmony, in exposure time. The key argument
for harmony as a strategy of contrast enhancement – and thus for linking the
phonology of rounding to the phonetics of perceptibility – comes from observ-
ing systems in which only the harder-to-perceive rounded vowels act as triggers.
Thus in some languages only the short vowels trigger harmony, in others just
the non-high vowels, or just the front vowels, or just the non-high front vow-
els. More generally, when specific conditions favour certain harmony triggers,
these conditions pick out that subset of vowels whose rounding is expected
a priori to be less perceptible compared to the rounding of non-triggers. It is
these generalisations on triggers that support the idea of harmony as perceptual
enhancement.

According to Crosswhite (chapter 7), enhancement and neutralisation of per-
ceptually difficult contrasts are not incompatible strategies. Certain types of
vowel reduction display both. Crosswhite notes that the lowering of stressless
mid vowels (as in Belarussian) creates a stressless vowel inventory [a i u] whose
elements are maximally distinct acoustically. The lowering of [e o] to [a] neu-
tralises the mid-low contrast, but contrast enhancement is also needed to explain
why the non-high vowels fail to shift to [ə] (an option exercised by a different
reduction type), but rather lower to [a].

Better documented are cases in which the less perceptible features are elim-
inated altogether. The class of phenomena discussed in Jun’s chapter (see also
Jun 1995; Myers 1997; Boersma 1998: ch. 11) involve perceptibility scales
for consonantal place. Jun argues that place assimilation is just one more
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consequence of the general conflict between effort avoidance – whose effect
is to eliminate or reduce any gesture – and perceptibility sensitive preserva-
tion. The latter corresponds, in Jun’s analysis, to a set of constraint families
whose lower-ranked members identify less perceptible gestures as more likely to
disappear. Thus corresponding to the scales in (14), Jun proposes the families
of correspondence constraints in (15):

(14) a. perceptibility of C-place: {(strident) fricative � stop � nasal}
b. perceptibility of C-place: {velar � labial � coronal}
c. perceptibility of C-place: {before V � before coronal C � before

non-coronal C}

(15) a. Pres(pl( [+cont] C)) � Pres(pl( [stop] C)) � Pres(pl( [nasal] C))

b. Pres(pl(dorsal)) � Pres(pl(labial)) � Pres(pl(coronal))

c. Pres(pl( V)) � Pres
(
pl

( [ C
+coronal

])) � Pres
(
pl

( [ C
−coronal

]))

Unlike the voicing scales discussed above, the three scales in (14) represent
independent dimensions of perceptibility, hence do not seem to be reducible
to a single scale: the scales in (14b, c) reflect the effect of the external con-
text (duration of vocalic transitions; masking effect of following segment) on
the perceptibility of C-place, while (14a) ranks the effectiveness of place cues
internal to the segment. Correspondingly, Jun observes variation in the ty-
pology of place assimilation, suggesting that the manner of the target conso-
nant, the place of the target, and the context of assimilation do not interact
and are not mutually predictable. This is what one might expect given the
option of intersecting at different points the distinct constraint hierarchies in
(15).

The phonological relevance of the perceptibility scales is strengthened by the
broader correlation between perceptibility and neutralisation (Steriade 1999).
Normally, place distinctions are better identified in pre- than post-V posi-
tion (Fujimura, Macchi and Streeter 1978; Ohala 1990). However, one-place
contrast (that between apico-alveolars like [t] and retroflexes like [
]) con-
centrates essential place cues in the V-to-C transitions and thus is best per-
ceived if the apicals are postvocalic. Indeed, confusion rates among apicals
– but not other C-places – rise steeply in contexts where V-to-C transitions
are absent (Ahmed and Agrawal 1969; Anderson 1997). The phonology of
place neutralisation is sensitive to this difference in the contextual percepti-
bility of different place contrasts. In a VC1C2V sequence, assimilation for major
place features (dorsal, coronal, labial) targets C1. This follows, as Jun notes,
from the fact that, in VC1C2V, C1 occupies a lower rank in the place
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perceptibility scale relative to the C2. But this only follows for major place
and not for the apical place contrast [
] vs [t]: apicals in C2 position of VC1C2V,
should be less perceptible, hence more likely to neutralise, than postvocalic
apicals in C1 position. This is indeed what happens: non-assimilatory neu-
tralisation always targets C2 apicals in VC1C2V strings (Hamilton 1996; Ste-
riade 1995); and moreover place assimilation in apical clusters is predom-
inantly progressive (Steriade 2001): we find mostly /V
tV/ → [V

V] and
/Vt
V/ → [VttV] assimilations.13 As before, this observation suggests that
phonological constraints track the phonetic difficulty map rather faithfully:
we do not observe the adoption of any general-purpose context of place licens-
ing, employed for all contrasts, regardless of differences in their contextual
perceptibility.

One of the many questions left open by the study of perceptibility on seg-
mental processes relates to the choice between the strategies of place en-
hancement and place neutralisation. Thus Jun’s study of C-place neutralisation,
when read in the light of Kaun’s results on V-place enhancement, invites the
speculation that there exists a parallel typology of C-place enhancement that
affects preferentially those Cs whose place specifications are either inherently
or contextually weaker. Thus, if every perceptually weak segment is equally
likely to be subject to either place enhancement (say via V-epenthesis) or
to place neutralisation, then the preferential targets of C-place assimilation
identified by Jun should correspond, in other systems, to preferential trig-
gers of epenthesis. We are unaware of cases that fit exactly this description;
however, Wright (1996) and Chitoran, Goldstein and Byrd (2002) have doc-
umented timing differences among CC clusters tied to differences in percep-
tibility: the generalisation emerging from these studies is that C1C2 clusters
containing a less perceptible oral constriction in C1 typically tolerate less
overlap. Further research is needed to determine whether the polar strate-
gies of enhancement and neutralisation are equally attested across all contrast
types.

6.2 Scales of effort

One option we did not explore in the earlier discussion of voicing scales like
(5) ({g� ≺ d� ≺ b� ≺ g ≺ d ≺ b}) was to identify more directly the difficulty
posed by voicing maintenance with biomechanical articulatory effort. This is
the strategy pursued by Kirchner (chapter 10) in analysing consonant leni-
tion. Kirchner draws several comparisons, some of which are outlined below,
and which suggest a global connection between patterns of lenition and effort
avoidance.
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(16) Effort avoidance and lenition patterns: three comparisons

(a) Vertical displacement of Greater displacement Lesser displacement
articulators active in C
constriction stop approximant

(b) Rate of change Faster displacement Slower displacement

V-stop-V (fast rate) V-stop-V (slow rate)

(c) Jaw displacement in C Greater displacement Lesser displacement
constriction relative to

neighbouring V
[

V
+low

]
//stop

[
V

+high

]
//stop

(d) Number of jaw Two gestures: C-to-V One gesture
displacement gestures and V-to-C C-to-V or V-to-C

VCV (C)CV, VC(C)

Lenition typically turns stops into approximants and, as the comparison in (16a)
suggests, this substitutes a less extreme displacement for a more extreme one.
Lenition is also more likely at faster rates, a point Kirchner exemplifies with
evidence from Tuscan Italian: (16b) suggests that at faster rates the articulators
active in Cs have to accelerate in order to cover the same distance to the con-
striction site in less time. Thus the faster rate makes it more urgent that a less
effortful approximant constriction be substituted for the more effortful stop. In
Tuscan (and elsewhere: cf. Kirchner 1998) lenition is more likely when one or
both flanking vowels are low or at least non-high; less likely if both vowels
are high. (16c) suggests that the lower jaw position of low vowels adds to the
distance that the articulators must cover in order to generate a stop constriction.
Again, the additional effort required here makes it more likely that the active
consonantal articulators will fall short of the target, and thus more likely that
an approximant will be substituted for the stop. Finally, lenition in one-sided
V contexts (pre- or post-V) implies lenition in double sided V V. This can
be tied, as (16d) suggests, to the larger number of jaw displacement gestures
required in V1CV2 (jaw raising from V1C and lowering from C to V2) relative
to (C)CV or VC(C).

Rather than recognise as many isolated scales of articulatory difficulty as
there are comparisons like (16) – a safe but less interesting move – Kirchner



22 The phonetic bases of phonological Markedness

opts for a single scale of biomechanical effort, which underlies all of them. This
scale generates a single constraint family – Lazy – whose members penalise
articulations in proportion to the degree of effort exertion they entail. This makes
it possible to compare disparate gestures, not just oral constrictions, as realised
in diverse contexts: the common grounds for the comparison between them
being the level of effort expenditure required of each. (Faithfulness constraints
cut down on the range of possible articulatory substitutions.) The clear benefit is
that, when an independent method for identifying effort costs is found, a precise
and elaborate system of predictions will be generated about the circumstances
under which one articulation replaces another.

6.3 Scales combining effort and perceptibility

Zhang’s study of contour tone licensing (chapter 6) offers an additional possibil-
ity: instead of constraint families based exclusively on articulatory or perceptual
difficulty, there may be constraints that simultaneously reflect both factors. The
formal apparatus Zhang develops relies ultimately on a quantitative measure
one could call steepness: of two otherwise identical contour tones x and y, x is
steeper than y if x’s duration is shorter than y’s, or else if the pitch range covered
in x is greater than in y. Thus, for example, HL on [a] is steeper than HL on
[a�], as well as ML on [a].

The steepness comparisons among contour tones are similar to those drawn
by Kirchner between sequences more or less likely to undergo lenition: thus
the same articulatory trajectory from the low jaw/dorsum position in [a] to the
high position needed for [k] is steeper if it has to be completed in less time, for
instance at a faster speech rate. Responses of the system to excessive steepness
are likewise similar: tonal contour flattening and stop lenition (as well as vowel
reduction; see Crosswhite and Flemming’s chapters) all reduce steepness.

However, Zhang’s point is that, at least for contour tones, steepness is not
simply a measure of articulatory difficulty: adequate duration is not only needed
for the speaker to complete an articulatory trajectory but also for the listener to
identify what contour tone has been articulated. Thus the steepness measure for
contour tones should be neutral between articulation and perception. It remains
to be seen if Zhang’s effort/perceptibility scales are appropriate strictly for
contour tones (and diphthongs; Zhang 2001) or whether they extend to facts
now analysed by reference to scales that refer to effort or to perceptibility alone.

7 How the picture changes

In a reply to Natural Phonology (Donegan and Stampe 1979) and phonetic
determinism (Ohala 1979), Anderson writes: ‘the reason [to look for phonetic
explanations] is to determine what facts the linguistic system proper is not
responsible for: to isolate the core of features whose arbitrariness from other
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points of view makes them a secure basis for assessing properties of the language
faculty itself’ (1981: 497). Any scholar’s interest in the phonetic components of
phonological markedness could in principle grow out of an Andersonian belief
that we will gain a better understanding of phonology proper once we learn
to extract the phonetics out of it. But the project of extracting the phonetics
out of phonology can take unexpected turns: in trying to discover those aspects
of phonological markedness that are ‘arbitrary from other points of view’, our
views of phonological organisation have changed. Here we outline two changes
of this nature that relate to the contents of this volume.

7.1 Segment licensing: syllables vs perceptibility

An important role of syllable structure in contemporary phonology is to de-
liver compact statements of permissible segment sequences. The hope is that
an explicit description of minimal syllabic domains, like onsets and rhymes,
should suffice to predict the phonotactic properties of larger domains, like the
phonological word. Syllables look like good candidates for Anderson’s ‘core
of features whose arbitrariness from other points of view makes them a se-
cure basis for assessing properties of the language faculty itself’, because
the choice between different syllable structures seems to be simultaneously
central to phonology and unrelated to any extra-grammatical consideration:
what phonetic or processing factors could determine the choice between parses
like [ab.ra] and [a.bra]? Syllables are also invoked as predicates in the state-
ment of segmental constraints. Thus the fact that final or pre-C consonants are
more likely to neutralise place and laryngeal contrasts is attributed (Ito 1986;
Goldsmith 1990) to the idea that codas license fewer features than onsets do.
Thus contexts like ‘in the onset’ or ‘in the coda’ come to play a critical rule in
constraints and rules alike. The licensing ability of onsets is of interest to us
precisely because it is ‘arbitrary from other points of view’: nothing about per-
ception, articulation or processing leads us to expect any licensing asymmetry
among syllable positions.

As shown in Wright’s chapter, the content of the onset-licensing theory can be
reconstructed on a phonetic basis. Steriade (1999, 2001) argues that languages
tend to license segmental contrasts where they are maximally perceptible. For
segments of low sonority this is harder to do, because the perceptibility of
a low-sonority segment depends not on its own internal acoustic properties
(e.g., all stops sound alike during closure), but on the external cues present
on neighbouring high-sonority segments, which are created by coarticulation.
Thus, there is strong pressure for low-sonority segments to occur adjacent to
high-sonority segments. Moreover, not all forms of adjacency are equal: for the
psychoacoustic reasons outlined in Wright’s chapter, external cues are more
salient at CV transitions than at VC transitions.
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When incorporated into phonetically based constraints, these principles
largely recapitulate the traditional syllable-based typology: branching onsets
and codas, which are assumed to be marked, always include consonants that
are suboptimally cued: CCV, VCC. Moreover, the preference for cues residing
in the CV transitions takes over the burden of the traditional arbitrary postulate
that onsets are better licensers than codas. Thus, in the following cases, C1

normally is better cued than C2: #C1VC2#, VC.C1VC2.CV.
A cue-based theory not only recapitulates the syllabic theory in non-arbitrary

form, but outperforms the syllabic theory when we move beyond the broad out-
lines to the specific details. Thus, for instance, a preconsonantal nasal in onset
position (as in many Bantu languages) is very unlikely to have place of ar-
ticulation distinct from the following consonant; nor are onset obstruents that
precede other obstruents (as in Polish [ptak] ‘bird’) likely to take advantage
of their putatively privileged onset position to take on phonologically indepen-
dent voicing values (as in ‘[btak]’). Both cases fall out straightforwardly from
the cue-based theory. Wright’s chapter further notes that sibilant-stop initials
should be preferred to other obstruent clusters, on the grounds that sibilants,
unlike stops, are recoverable from the frication noise alone. In terms of sonority
sequencing, sequences like [spa] are as bad or worse than [tpa], but in terms of
perceptual recovery of individual oral constrictions, there is a clear difference
that favours [spa]. The typology of word initial clusters (Morelli 1999) clearly
supports Wright’s approach.14

Jun’s survey of place neutralisation (chapter 3) also bears on the issue of onset
vs coda licensing, by showing that not all codas are equally likely to neutralise:
recall from (14) that nasals assimilate more than stops and stops more than
fricatives, even when all three C-types are codas. What does distinguish the
codas that are more likely targets of assimilation from less likely ones are the
scales of perceptibility discussed earlier. Importantly, these factors explicate the
entire typology of place neutralisation, with no coverage left for onset licensing.
Recall further that C-place neutralisation targets onsets, not codas, whenever
the C-place contrast is cued primarily by V-to-C transitions (Steriade 1999
and above): assimilation is strictly progressive in combinations of apicals and
retroflexes, because these sounds are more confusable in post-C than post-V
position. In this respect too a syllable-based theory of C-neutralisation simply
cannot generate the right predictions.

7.2 Contrast and contrast-based constraints

Flemming’s chapter shows that the deductive approach to markedness leads to
a fundamental rethinking of the ways in which constraints operate. The issue is
whether constraints evaluate individual structures – sounds or sequences – or
systemic properties, such as the co-existence of certain sequences in the same
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language. Flemming starts from the simple observation that perceptibility con-
ditions cannot be evaluated by considering single sounds or single sequences:
when we say, for instance, that [ĩ] and [ẽ] are more confusable than [i] and [e],
we mean that [ĩ] and [ẽ] are more confusable with each other, not that they are
confusable with unspecified other sounds or with silence. It matters, then, what
exactly is the set of mutually confusable sounds that we are talking about.

From this it follows that if there exist phonological constraints that evaluate
perceptibility, the candidates considered by those constraints consist of sets of
contrasting sequences, not of individual sequences. This implies a quite radical
conclusion, that OT grammars must evaluate abstract phonotactic schemata,
rather than candidates for particular underlying forms, since no one individual
form specifies the other entities with which it is in contrast.

Since the implications of this conclusion are daunting, it is important to de-
termine if Flemming’s proposal is empirically warranted. For instance, does
it make a difference in terms of sound patterns predicted whether we say that
nasalised vowels are avoided because they are mutually confusable (a percep-
tibility constraint that requires evaluating whole nasal vowel sets) or whether
we say that nasalised vowels are just marked, with no rationale supplied?

Flemming’s fundamental argument is that traditional OT constraints, based
on Markedness and Faithfulness, simply misgenerate when applied to areas
where the effect of contrast is crucial. For instance, the languages that maintain
a backness distinction among high vowels could be analysed with a constraint
banning central vowels (‘*[-i]’), letting only [i] and [u] survive to the surface.
The seemingly sensible *[-i] constraint becomes a great liability, however, when
we consider vertical vowel systems, which maintain no backness contrasts. It
is a liability because it predicts the existence of vertical systems in which the
only vowel is [i] or [u]; such cases are systematically missing. Evidently, it is
the perceptually salient contrast (maximal F2 difference) of [i] and [u], and not
any inherent advantage of either of these two vowels alone, that causes them to
be selected in those languages that maintain a backness contrast. Thus, it is the
entire system of contrasts (at least in this particular domain) that the grammar
must select, not the individual sounds. The constraints of conventional OT,
which reward or penalise individual segments, cannot do this. Parallel results
can be obtained, as Flemming shows, in the study of contrastive and non-
contrastive voicing and nasality and (Padgett 2001; Lubowicz 2003) in other
phonological domains as well.

8 Other areas

8.1 The role of speech processing

Frisch’s chapter makes the important point that what we have been calling ‘pho-
netic difficulty’ characterises only the periphery of the human sound processing
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apparatus; that is, the physical production of sound by the articulators and the
initial levels of processing within the auditory system. The deeper levels of the
system, such as those that plan the execution of the utterance, or that access the
lexicon in production or perception, are just as likely to yield understanding
of how phonology works. Frisch covers a number of areas where we might
expect to find such effects, focusing in particular on how the widely attested
OCP-Place effects might reflect a principle of phonological design that helps
avoid ‘blending of perceptual traces’, and thus avoid misperception.

8.2 The diachronic view of phonetics in phonology

Blevins and Garrett’s chapter takes a sharply and intriguingly different approach
to the role of phonetics in phonology. Their view15 is that articulatory ease and
perceptual recoverability channel historical sound changes in certain directions,
but lack counterparts in the synchronic grammar. Whatever the constraints may
be that learners actually internalise, they are believed not to impose articulatory
ease or perceptual recoverability on phonological structure.

The core of Blevins and Garrett’s approach is the phenomenon of ‘inno-
cent misapprehension’ (Ohala 1981, 1990). First, phonetic factors determine
a pattern of low-level variation. Then, language learners assign to the forms
that they are mishearing a novel structural interpretation, differing from that
assigned by the previous generation; at this point, phonological change has
occurred. To call this process ‘innocent misapprehension’ emphasises its lack
of teleology: phonology is phonetically effective, not because grammars tend
to be designed that way, but because innocent misapprehension allows only
phonetically effective phonologies to survive.

Various other authors in our volume (Kaun, Frisch) also take the view that
diachrony helps explain some aspects of phonological naturalness, and we be-
lieve there is clear empirical support for this possibility. But the heart of the
controversy, and what makes it interesting to us, lies with Blevins and Garrett’s
view that the diachronic account suffices entirely, and that we can adopt a theory
of phonology (whatever that ends up being) that is entirely blind to phonetically
based markedness principles; or perhaps to any markedness principles at all.

Large differences of viewpoint are scientifically useful because they encour-
age participants on both sides to find justification for their opinions. In this
spirit, to further the debate, we offer the following attempted justification of
our own position.

First, the study of child phonology shows us many phonological phenom-
ena that could not originate as innocent misapprehensions. Child phonology is
characteristically endogenous (Menn 1983): the child inflicts her own sponta-
neous changes on the adult forms, which in general have been heard accurately
(Smith 1973). Child-originated phonological changes often constitute solutions
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to specific phonetic difficulties, and include phenomena such as cluster simplifi-
cation, sibilant harmony, and [f]-for-[�] substitution. Child-originated changes
are often adopted by other children and carried over into the adult language
(Wells 1982: 96).16 If children can deploy phonetically natural constraints on
their own, it becomes a puzzle that this very useful capacity is not employed in
acquiring the adult language.

Our second objection rests on our doubt that innocent misapprehension is
capable of driving systematic phonological changes (Steriade 2001). Consider,
for instance, the possible roots of regressive place assimilation (/Vŋ+bV/ →
[VmbV]) in the misapprehension of the place feature of a preconsonantal nasal.
Hura et al. (1992), who have investigated the phenomenon of perceptual assimi-
lation, report that the nasals in stimuli like [VŋbV] are indeed misperceived, but
not primarily in an assimilatory fashion. They suggest, then, that simple confu-
sion cannot alone explain the typological fact that nasals frequently assimilate
in place to a following obstruent. Confusion alone would predict some form
of nonassimilatory neutralisation. Thus, unless there is some factor present in
real language-change situations that was absent in Hura et al.’s experiments,
‘innocent misapprehension’ seems to lack the directional stability that would
be needed for it to drive diachronic change.

Lastly, we consider the typology of stop-sibilant metathesis (Hume 1997,
Steriade 2001, and Blevins and Garrett’s chapter) as supporting the teleolog-
ical approach to phonology assumed in phonetically based OT. The crucial
observation is that stop-sibilant metathesis acts to place the stop – which re-
quires external cues more strongly than the sibilant does – in a position where
the best external cues will be available. Usually, this means that the stop is
placed in prevocalic (or merely released) position; thus /VksV/ → [VskV]
is phonetically optimising. The single known exception (Blevins and Garrett,
section 3.4) occurs in a strong-stress language, where it is plausible to assume
that post-tonic position provides better cues than pre-atonic position; hence
/�VskV/ → [�VksV]. This cross-linguistic bias in metathesis is unexpected if
stop-sibilant metathesis is merely random drift frozen in place by innocent mis-
apprehension, but makes sense if it is implemented ‘deliberately’ in language,
as a markedness-reducing operation.

We believe that most of the evidence that could bear on either side’s position
remains to be gathered or considered, and thus that further attention to this
debate could lead to research progress.
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Notes

1. Indeed, the view that all the substantive elements of phonological theory are innate
is not unique to OT; cf. Calabrese 1995 or Archangeli and Pulleyblank 1994.

2. See in particular work on ‘positional faithfulness’, such as Jun 1995, Casali 1997,
Beckman 1998, Steriade 1995, Steriade 2001.

3. Cf. Lindblom and Engstrand 1989, Lindblom 1990.
4. See Passy 1890, Grammont 1933, Ohala 1983, 1990, Lindblom 1990, Browman

and Goldstein 1990, Halle and Stevens 1973, Keating 1985, and Stevens and Keyser
1989.

5. See Chomsky and Halle 1968, Stampe 1973, and Archangeli and Pulleyblank 1994.
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6. Maddieson (1984) lists Wolof as such a case; this is evidently an error; cf. forms
like japp ‘do one’s ablutions’, wacc ‘leave behind’ (personal communications from
Pamela Munro, Russell Schuh, and Mariam Sy).

7. See discussion of Arabic below for a possible counterexample and ways of analysing
it.

8. Formally, the link between markedness scales and Optimality-Theoretic grammar
can be achieved in (at least) two ways. Consider a markedness hierarchy M(S1) >

M(S2) > . . . > M(Sn), where S1–Sn are phonological structures and M(S) refers to
their relative degrees of markedness. This hierarchy can correspond to a universally
fixed ranking in which *S1 � *S2 � . . . � *Sn, as in Prince and Smolensky 1993.
Alternatively (Prince 2001), the constraints on S1 . . . Sn are formulated so that each
one bans all elements on the scale at the same markedness level or higher: thus *S2

penalises S2 as well as the more marked S1 structures, whereas *S1 penalises just
S1. In this system, less marked structures like S2 are penalised by a proper subset of
the constraints that ban more marked ones S1: no fixed ranking is needed. Empirical
arguments favouring the second approach are outlined in Prince 2001 and De Lacy
2002.

9. Maddieson (1984) reports seven languages with a voicing contrast limited to labials;
and seventeen where labials and coronals contrast in voicing but velars do not. For
discussion, see section 5.5.

10. Moreover, the constraints of (8) derive two inventories that those of (6) cannot
derive: {d� b� d b} and {b� b}. We return to the question of such unnatural-but-
symmetrical inventories in section 5.7 below.

11. Comparable avoidance of derived-only voiced geminates is documented for Egyp-
tian Nubian (Werner 1987) and Buginese (Podesva 2000).

12. An alternative interpretation of the missing [p�] in Arabic could invoke the fact that
a majority of geminates arise through gemination of underlying singletons: if [p] is
prohibited and if Ident(voice) between correspondent segments is undominated,
there will be few occasions for the geminate [p�]’s to arise. This predicts that there
will be few [p:]’s in this type of system; the fact that there are none does not directly
follow.

13. /Vt
V/ → [V

V] and /V
tV] → [VttV] are limited to cross-word boundary cases,
where greater faithfulness plausibly protects C2; cf. Casali 1997.

14. Initial [mb], [pt], and [sp] are sometimes considered not to consist of a single onset;
rather, the initial consonant is said to be under an appendix node, attached directly
to the prosodic word, or stray. Such theories must add stipulations for why these
structural configurations occur where they do, and why they behave differently in
licensing richer ([st]) or more impoverished (*[nb], *[bt]) phonotactic possibilities.

15. Other work along these general lines includes Ohala 1983, 1990, Suomi 1983,
Guion 1996, Baroni 2001, Beddor et al. 2001, Hansson 2001, Hume and Johnson
2001b, Hyman 2001, Kavitskaya 2002, Kochetov 2002, and Barnes 2002.

16. Such changes imply the possibility of a theory that is both diachronically based (in
agreement with Blevins and Garrett) and phonologically teleological (in disagree-
ment with them).



2 A review of perceptual cues and cue robustness

Richard Wright

1 Introduction

Much recent work in phonological theory has highlighted the role that per-
ception plays in phonological processes. The perceptual basis of contrasts and
features has been explored by Flemming (1995/2002), Gordon (1999), and
Kirchner (1997) among others. Other work has highlighted the role that percep-
tion can play in motivating constraints. In this approach, phonological processes
such as positional neutralisation, gemination, and assimilation are motivated by
interactions between the strength of perceptual cues and some notion of articu-
latory ease (Jun 1995; Kirchner 2000; Silverman 1997; Steriade 1995). While
some would argue that permitting perceptually motivated constraints to play a
role in phonological grammar introduces a prohibitive level of complexity into
analyses, the (re)introduction of functionally motivated constraints permits the
unification of previously disparate analyses, and in the work cited above it has
reduced the number of ad hoc stipulations and exceptions necessary to capture
the pattern.

The time seems ripe to revise one of the most widely used, and yet one of the
most problematic, constraints in phonological theory: the Sonority Sequencing
Constraint. It is almost universally recognised that the Sonority Sequencing
Constraint is plagued with exceptions (see Clements 1990 for discussion) and
yet most of the efforts to reform it have ended in stipulative patches rather than
real improvement. The lack of success in reformulating the Sonority Sequenc-
ing Constraint stems at least in part from its greatest flaw: it lacks an explicit,
unified phonetic characterisation. Previous efforts at motivating the Sonority
Sequencing Constraint on typological grounds have been criticised for their
lack of explanatory power and can be seen as circular in their reasoning. For
example, Ohala (1992) argues that if the Sonority Sequencing Constraint is ty-
pologically motivated, then it cannot be used to explain the typological patterns
that inspire it. While the analyses that posit the Sonority Sequencing Constraint
as a part of an innate underlying grammar escape circularity, they fail to ad-
dress the problems associated with its current formulations. Finally, although it
has gone more or less unaddressed, many researchers intuitively recognise the

34
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similarities between phonotactic constraints (Sonority Sequencing Constraint,
No-Coda, Onset, Syllable Contact, etc.) and the phonological phenomena as-
sociated with them (contrast neutralisation, metathesis, vowel epenthesis, glide
formation, consonant epenthesis, consonant deletion, etc.). However, in their
current formulation there is no principled way of motivating phonotactic con-
straints in a unified way.

This chapter will propose, as a first step, reformulating the Sonority Se-
quencing Constraint as a perceptually motivated and scalar constraint in which
an optimal ordering of segments is one that maximises robustness of encoding
of perceptual cues to the segmental makeup of the utterance. Robustness of
encoding can be defined along several dimensions: redundancy of cues, the au-
ditory impact of cues, the perceptual distance between cues, and the resistance
of cues to environmental masking. As will become clear in the discussion below,
a particularly weak encoding can result from strings of consonants, especially
stops or nasals that are not flanked by vowels, and a particularly robust encoding
results from alternating strings of consonants and vowels. Moreover, in general
terms the ordering of consonants by degree of constriction, typical in articula-
tory descriptions of the Sonority Sequencing Constraint, results in an encoding
that is nearly as robust as that produced by consonant-vowel alternations. Fi-
nally, certain exceptions that have proven especially problematic for sonority
sequencing involving /s/ and other sibilants are no longer exceptions to robust
sequencing version of the constraint because they generate an acoustic signal in
which the cues to phonological contrasts can be recovered by the listener in the
absence of a flanking vowel. The idea of perceptually motivating segmental or-
ganisation and phonotactic constraints is not new, but rather this proposal pieces
together observations of earlier work on the interaction of perception and the
organisation of speech sounds that includes the work of Bladon (1986), Byrd
(1996a, 1996b), Flemming (1995/2002), Kawasaki (1982), Lindblom (1983,
1990), Mattingly (1981), Ohala (1992), Silverman (1997), Steriade (1995), and
Wright (1996, 2001), among others.

It might be argued that in a constraint-based phonology, violations of a con-
straint are merely that, and no further research need be done. Problems with
this approach are immediately apparent – the exceptions are neither uniform
across segment types nor random across languages, nor are they predicted by
the Sonority Sequencing Constraint ranking itself. It could also be argued that
the Sonority Sequencing Constraint and its exceptions are merely reflections
of markedness. In essence, the goal of this chapter is to motivate phonotac-
tic markedness from a perceptual perspective. No doubt articulatory factors,
among others, will have to be brought into play to fully motivate phonotactic
markedness, but it is worth the effort to see how much can be motivated by
perception alone. Developing a perceptually motivated sequencing constraint
to replace the Sonority Sequencing Constraint has an added advantage: it allows
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for the interaction of perceptually driven phonological constraints with other
types of constraints such as production-driven constraints, or more traditional
phonological constraints.

2 Survey of auditory cues

To understand how the presence, absence, or weakness of a cue will affect
the reliable recovery of the segmental sequence, it is first necessary to have
a clear idea of where perceptual cues are found in the signal. Therefore, a
brief survey of auditory cues follows. Though it is by no means exhaustive,
the following survey will give the reader a sense of cue distribution and its
relation to segmental organisation. This chapter will follow Wright (2001) in
defining ‘cue’ to mean information in the acoustic signal that allows the
listener to apprehend the existence of a phonological contrast. This is a very
narrow definition, which is used because of the focus of this chapter. For most
purposes, it is probably too narrow to be useful because it artificially iso-
lates phonological speech perception from other processes involved in word
recognition and spoken-language comprehension, such as apprehending the
indexical characteristics of the speaker (Abercrombie 1967), interpreting the
sociolinguistic variables at work, and understanding the discourse structure of
the utterance. However, for the purposes of understanding the relationship of in-
formation in the speech signal and phonotactic markedness, a narrow definition
is preferred.

The acoustic signal is produced by articulations that are continuous and
overlapping to a greater or lesser degree; therefore, the resulting acoustic cues
vary with context. This contextual variation is a factor that contributes to the
redundancy in the signal that makes speech perception possible even in diffi-
cult listening environments. The variation in the signal due to coarticulation
is desirable also because it provides the listener with valuable information
about speaking rate or about the relative novelty or predictability of semantic
information within the signal (Lieberman 1963), or about the lexical character-
istics of a spoken word (Wright 2004). Therefore, the cues that are discussed
in this chapter are not intended to be considered invariant, or absolute values,
but rather context sensitive and interactive. Although this study will focus ex-
clusively on auditory cues, it should be noted that contributions from other
modalities such as vision should be included for a work of this sort to be truly
comprehensive. The exact manner in which the cues in the acoustic signal are
integrated with each other and with information from other modalities such as
vision is a subject that falls outside the domain of this work (for discussion
see Bregman 1990, Liberman and Mattingly 1989, Massaro 1987, and Nygaard
and Pisoni 1995).
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2.1 Cues to place contrasts in consonants

There are several potential sources of cues to the place of articulation of a
consonant, including second formant transitions, stop release bursts, nasal pole-
zero patterns, and fricative noise. The strongest places of articulation cues are
found in the brief transitional period between a consonant and an adjacent
segment, although there are some that are found internally to the consonant
itself (as in fricatives), or distributed over an entire syllable (as with some types
of laterals).

2.1.1 Formant transitions In the production of speech the vocal tract can
be seen as a time-varying filter with resonances that shapes the spectrum of the
sound source (Fant 1960). When a consonant constriction is superimposed on an
adjacent vowel, the deformation of the vocal tract results in localised perturba-
tions of the vowel’s formant structure as the vocal tract changes shape. Although
they are contained within the vowel’s portion of the acoustic signal, the formant
changes (referred to as transitions) provide strong cues to the identity of the
adjacent constriction. The second formant (F2) transition and to a lesser degree
the third formant (F3) transition provide the listener with cues to the place of
articulation of consonants with oral constrictions, particularly stops, affricates,
nasals, and fricatives (Delattre, Liberman and Cooper 1955). Transitions are
periodic with formant structure. As they are the result of rapid movements,
they are transient and dynamic, with the rapidity of the transitions depending
on the manner and, to a lesser degree, the place of the consonant. Unlike other
consonants, glides and liquids have clear formant structure throughout their
durations. Glides are distinguished from each other by the distance between
the first and second formant value at the peak of the consonant constriction,
and they are distinguished from vowels by rapidity of the formant movement
and by the duration of the steady-state portion. Because their cues are dynamic
in nature, approximants are highly dependent on the presence of a neighbour-
ing vowel to carry the transitional information. Within the approximants, the
lateral [l] is distinguished from the approximant [ɹ] by the unusually low F3
of [ɹ] which is typically below 2000 Hz (Espy-Wilson 1992; Hagiwara 1995;
O’Connor, Gerstman, Liberman, Delattre and Cooper 1957).

2.1.2 Fricative noise Fricatives are characterised by a narrow constriction
that results in noise either at the place of the constriction or at an obstruction
downstream from the constriction (Shadle 1991; Stevens 1998). Frication noise
is aperiodic with a relatively long duration. Its spectrum is shaped primarily by
the cavity in front of the noise source (Heinz and Stevens 1961). The spectrum
of the frication noise is sufficient for listeners to reliably recover the place of ar-
ticulation in the sibilant fricatives. However, for fricatives with lower amplitude
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and more diffuse spectra ([�], [ð], [f], and [v]), the F2 transition has been found
to be necessary for listeners to reliably distinguish the place of articulation
(Harris 1958). Of these, the voiced fricatives ([ð] and [v]) are the least reliably
distinguished (Miller and Nicely 1955). The intensity of frication noise and the
degree of front cavity shaping affects the recoverability of place cues for other
fricatives as well as making sibilants particularly easy to recover as a group.

As fricatives have continuous noise that is shaped by the cavity in front of
the constriction, they can convey information about adjacent consonants in a
fashion that is similar, though inferior, to vowels. The overlap results in changes
in the spectral shape of a portion of the frication noise, most markedly when the
constriction is in front of the noise source. The offset frequency of the fricative
spectrum in fricative + stop clusters serves as a cue to place of articulation of a
following stop (Bailey and Summerfield 1980; Repp and Mann 1981).

2.1.3 Stop release bursts In stop articulations there is complete occlusion
of the vocal tract and a resulting build-up of pressure behind the closure. The
sudden movement away from complete stricture results in brief high amplitude
noise. Release bursts are aperiodic with a duration of approximately 5–10 ms.
They have been shown to play an important role in the perception of place of
articulation of stop consonants (e.g. Dorman, Studdert-Kennedy and Raphael
1977; Kewley-Port et al. 1983). Although the release burst or the formant tran-
sitions alone are sufficient cues to place, the transitions have been shown to
dominate place perception; that is, if the release burst spectrum and the F2 tran-
sition provide conflicting place cues, listeners perceive place according to the
F2 transition (Walley and Carrell 1983). Listeners show the greatest reliance
on the transition in distinguishing the velar place in stops (Kewley-Port, Pisoni
and Studdert-Kennedy 1983). While release bursts are reliable cues under ar-
tificially quiet circumstances, they are particularly susceptible to even small
amounts of masking noise, while fricative noise is much less so (Wright 2001).

Affricates are similar to both stops and fricatives. In their stop portion they
have a complete closure, a build-up of pressure and the resultant release burst
at release. The release is followed by a brief period of frication. Both the burst
and the homorganic frication provide place cues.

2.1.4 Nasal cues Like the oral stops, nasals have an oral constriction that
results in formant transitions in the adjacent vowels. In addition, nasals show a
marked weakening in the upper formants due to the antiresonance (zero) and
a low frequency resonance (pole) below 500 Hz. The nasal pole-zero pattern
serves as a place cue (Kurowski and Blumstein 1984). It is most reliable in
distinguishing /n / and /m/, and less so for /ŋ/ (House 1957). Listeners identify
the place of articulation more reliably from formant transitions than the nasal
portion of the signal; therefore the F2 transition is considered the more powerful



Survey of auditory cues 39

fricative noise

F3

F2
F1

stop release burst

F2 transitions

nasal pole and zero

a t a a s a

a n a a l a

relative spacing for F2 and F3

Figure 2.1 Schematic illustration of place cues in four VCV sequences (After
Wright, Frisch, and Pisoni 1999)

cue (Malécot 1956). Figure 2.1 schematically illustrates the distribution of cues
to place contrasts.

2.2 Cues to manner contrasts in consonants

All oral constrictions will result in an attenuation of the signal, particularly in
the higher frequencies. The relative degree of attenuation is a strong cue to the
manner of a consonant. An abrupt attenuation of the signal in all frequencies
(excepting the F0 frequency in voiced stops) is a cue to the presence of a stop.
Insertion of a period of silence in a signal, either between vowels or between
a fricative and a vowel, results in the listener perceiving a stop (Bailey and
Summerfield 1980). A complete attenuation of the harmonic signal but with
fricative noise provides the listener with cues to the presence of a fricative; the
higher the intensity of frication, the more reliably a fricative is heard instead of a
stop. A less severe drop in amplitude accompanied by nasal murmur and a nasal
pole and zero are cues to nasal manner (Hawkins and Stevens 1985). Nasali-
sation of the preceding vowel (weakening of the higher formants, broadening
of formant bandwidths, and the introduction of a nasal formant) provides look-
ahead cues to the nasal manner (Ali, Gallager, Goldstein, and Daniloff 1971;
Hawkins and Stevens 1985). Glides and liquids maintain formant structure
throughout their peak of stricture. Glides are additionally differentiated from
consonants that impose rapid spectral changes during the formant transitions
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Figure 2.2 Schematic illustration of manner cues in four VCV sequences
(After Wright, Frisch, and Pisoni 1999)

by the relative gradualness of the transitions into and out of the peak of stric-
ture. Lengthening the duration of synthesised formant transitions changes the
listener’s percept of manner from stop-transition to glide (Liberman, Delattre,
Gerstman, and Cooper 1956). A similar cue is found in the amplitude envelope
at the point of transition: stops have the most abrupt and glides have the most
gradual rise time (Shinn and Blumstein 1984). Manner cues tend to be more
robust in masking noise than place cues, although distinguishing stop from
fricative manner is less reliable with the weaker fricatives (Miller and Nicely
1955). Figure 2.2 schematically illustrates the distribution of cues to manner
contrasts.

2.3 Cues to voicing contrasts in consonants

Periodicity in the signal is an obvious cue to voicing; however there are several
other important cues, such as VOT, the presence and the amplitude of aspi-
ration noise, and duration cues (see figure 2.3). In fricatives, the presence or
absence of periodicity during the frication noise is a strong cue to voicing (Cole
and Cooper 1975). In English and many other languages voiced obstruents,
especially stops, often have no vocal-fold activity. This is particularly true in
syllable final position. This means that the listener must rely on other cues to
voicing. For syllable initial stops, the primary cue appears to be VOT lag, the
time between the release burst and the onset of voicing (Lisker and Abramson
1970). This is true even in languages that maintain voicing during stop closure
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Figure 2.3 Schematic illustration of the voicing cues in two VCV sequences.
(After Wright, Frisch, and Pisoni 1999)

(Van Dommelen 1982). Although the relationship between VOT and voicing
is, in part, language dependent, generally a short or negative VOT is a cue to
voicing, a long VOT is a cue to voicelessness, and a very long VOT is a cue to
aspiration (in languages with an aspiration contrast). For English speakers, the
presence or absence, or the relative amplitude, of aspiration noise is a contribut-
ing cue to voicing (Repp 1979). An additional cue to voicing in syllable onset
stops is the relative amplitude of the release burst: a low amplitude burst cues
voiced stops while a high amplitude burst cues voiceless stops (Repp 1979).

The duration and spectral properties of the preceding vowel provide a cue
to voicing in postvocalic stops and fricatives (Soli 1981). When the vowel is
short and has a lower durational proportion of formant steady-state to offset
transitions, voicelessness is perceived. The duration of the consonant stricture
peak is also a cue to both fricative and stop voicing: longer duration cues
voicelessness (Massaro and Cohen 1983).

2.4 Cues to vowel quality

Unlike consonants, vowels are made with a relatively open vocal tract and the
main cues to vowel contrasts are found in the resonances of the vocal tract.
Vowel distinctions are generally thought to be based on the relative spacing of
the fundamental frequency (F0) and the first three vocal tract resonances (F1,
F2, F3) (Syrdal and Gopal 1986). In very clear (hyperarticulated) speech, vow-
els have relatively long steady-state portions where the relative spacing of the
formants remains fixed and the F0 remains relatively flat. Under these condi-
tions steady-state formant values suffice for vowel perception (Gerstman 1968).
However, in naturally spoken language, formants rarely achieve a steady state.
Rather vowels that are flanked by consonants have formants that often fall short
of values seen in hyperarticulated speech as a result of undershoot (Fant 1960;
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Stevens and House 1963). Therefore, listeners must be able to retrieve vowel
information from the formant transitions as well. Under these conditions, iden-
tification of vowels from formant transitions is more reliable than identification
based on steady-state values (Lindblom and Studdert-Kennedy 1967; Strange,
Jenkins, and Johnson 1983).

3 Cue robustness as a principle of segmental organisation

In an ideal setting, there is no background noise or distractions, and the listener
is so riveted by what the talker is saying that he/she gives the signal undivided
attention. Under normal conditions it is rare for speech to occur in the absence
of at least some form of environmental masking. What this means for speech is
that a robustly encoded phonological contrast is more likely to survive signal
degradation or interference in reception. Robustness involves cue redundancy,
resistance of cues to environmental masking, the ability of cues to survive
momentary distractions on the part of the listener, and the exploitation of the
auditory system’s tendency to boost certain aspects of the signal. These are not
mutually exclusive conditions, but rather are largely overlapping.

3.1 Auditory influences on cue robustness

To understand the role of perception in the shaping of cross-linguistic patterns
of segmental organisation, the ways in which the auditory periphery shapes the
acoustic signal must be taken into consideration. That is, not only should the
distribution of perceptual cues in the signal be considered, but also how the au-
ditory system can change a particular portion of the speech signal. For example,
the onset-offset asymmetry that is characteristic of many stages of the auditory
pathway can effectively boost the signal-to-noise ratio of certain portions of the
signal, while forward masking can obscure other portions of the signal. This
means that not all acoustic features that can be discerned in a spectrogram or
waveform will necessarily have an equal impact on the listener. It also means
that even cues that have been established through perceptual experiments under
ideal conditions will have a varying degree of impact on the listener depending
on their acoustic properties and on dynamic properties of the signal in which
they are found.

Temporal asymmetries are largely a result of the response of the auditory
nerve fibres and of certain processing cells in the nuclei of the auditory path-
way. Although the auditory nerve fibre response and higher level activity are
studied experimentally in mammals other than humans (cat, guinea pig, rat), the
results are thought to be representative of humans as well. An auditory nerve
fibre’s response exhibits a dynamic nonlinear response that depends on the en-
vironmental context and the rise-time characteristics of the signal itself. It has
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been frequently observed that there is a marked burst of activity of the auditory
nerve fibres in response to the onset of a stimulus signal (eg. Kiang, Watanabe,
Thomas, and Clark 1965; Smith and Zwislocki 1979; Sinex and Geisler 1983).
The initial peak in response is followed by a very rapid decay in response during
the first 5 ms of the stimulus onset (rapid adaptation), characterised by a return
to a much lower level of response. Rapid adaptation is followed by a slower
decay during the next 50 ms (short-term adaptation), settling thereafter into a
steady pattern. At levels typical of speech, saturation takes place approximately
at the end of the short-term adaptation, after which a change in stimulus inten-
sity will not result in an equivalent change in the fibre’s firing rate. The point at
which saturation occurs in a particular fibre depends on the spontaneous firing
rate of the fibre, and the frequency and intensity of the stimulus. In the absence
of saturation, response rate is equated with signal intensity; thus, the transient
boost in the firing rate at signal onset is seen as effectively amplifying a brief
period of the stimulus (Delgutte and Kiang 1984a). At its peak, the onset boost
results in an increase in activity to a level many times higher than the level after
short-term adaptation has taken place.

The magnitude of the peak response at onset depends largely on the levels of
activity in the frequency regions of the stimulus signal immediately preceding
the stimulus onset: the less the activity and the longer the period of inactivity,
up to approximately 50 ms, preceding the onset, the greater the initial response
(Delgutte and Kiang 1984a). A secondary factor involved in the magnitude of
response is the rise time at the onset of the signal: the shorter the rise time, the
greater the response (Delgutte and Kiang 1984b).

The onset asymmetry in the auditory nerve response is mirrored by similar
nonlinearities as the signal ascends the auditory pathway. For example, in the
cochlear nucleus there are cells, principally the onset units, that respond with
a burst of activity to the onset portion of a signal, particularly to frequencies
above 1 kHz (Greenberg and Rhode 1987). A similar effect has been seen for
frequency modulation: the more rapid the frequency change in the characteristic
frequency of a unit, the greater the response (Møller 1977). This emphasis on
the portions of the signal with sharp discontinuities continues up to the audi-
tory cortex (Clarey, Barone, and Imig 1992). Taking into account the auditory
transformations will not change what are commonly considered to be cues,
particularly those that have been tested in perceptual experiments, but it will
help to explain why a cue’s impact is greater in some positions than in others,
and why some cues are more robust than others in a noisy environment.

3.1.1 The boost at onset The auditory nerve fibre encoding of consonants
has been studied for both CV onset consonants (Sinex and Geisler 1983; Miller
and Sachs 1983; Delgutte and Kiang 1984a, b) and for VC word-final consonants
(Sinex 1995). Overall, the results from such experiments indicate that the onset



44 Perceptual cue robustness

Figure 2.4 Schematic illustration of the onset-offset response asymmetry in
the sequence [dat�] showing rapid and short-term adaptation. The portions of
the signal that benefit from the boost in auditory nerve response are darkened,
while portions that are rendered less salient appear more faintly (after Wright
2001)

peak is present for complex speech signals as it is for simple signals, and that
the formant transitions out of a consonant closure receive a boost as does the
release burst or fricative noise. This is particularly true of the stops, fricatives,
and affricates, but less so for the nasal consonants, which have high amplitude
responses in the fibres with lower characteristic frequencies of long enough
duration for saturation to occur before the nasal consonant ends. There is no
equivalent boost of activity at the speech signal offset (postvocalic closure),
thus the formant transitions into a closure are not amplified in the way that
onset transitions are. In the case of postvocalic stops, however, the reduced
amplitude (voiced) or silence (voiceless) that results from the stop closure
provides recovery time for the auditory nerve. Therefore, if the postvocalic stop
is released, there will be a boost in response during the release. Sinex (1995)
found that both voiced and voiceless postvocalic stops showed a peak in activity
in response to the stop’s release burst. This indicates that the closure time is
sufficient for recovery in the auditory nerve fibres. Figure 2.4 schematically
illustrates the onset-offset asymmetry in response to a speech signal.

There is an interaction of the onset boost and the consonant manner (Delgutte
and Kiang 1984a, b). The greatest response increase is seen following the period
of silence resulting from a voiceless stop closure or at an onset following a
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pause. A less marked increase in activity is seen after a low amplitude period
in the signal such as following a voiced stop closure, and even less increase
is seen following the higher amplitude voicing during a nasal. In the case of
the fricatives, the intensity and frequency of the frication noise will determine
the degree to which the fricative will drive down the boost in activity at the
onset of voicing of the vowel. The greater the intensity in the frequencies up to
2000 Hz, the more decremental the effect on the relative boost at the onset of
voicing. A stop consonant release burst is brief enough that, even at relatively
high intensity levels, it will not drive down the response to the onset of voicing.
There is also a differential internal response to the fricatives, affricates, and
nasals that depends on the rise time of the signal. Affricates, with the sharpest
rise time, result in the most marked peak at the onset of frication (virtually the
same as that seen for consonant release bursts), while fricatives with the slowest
rise time showed very little boost at the onset of frication (Delgutte and Kiang
1984b).

3.1.2 Robustness in noise Two gross factors that determine the relative
response of the auditory system are the frequency and periodicity of a signal.
First, the auditory system is most sensitive to lower frequencies both in terms
of overall sensitivity (perceived loudness) and in terms of response to changes
(critical bands). Second, a signal that is periodic and below 5000 Hz can be more
reliably encoded in the presence of masking noise because of phase locking in
the auditory nerve fibres and cells of the processing nuclei.

It is well known that aperiodic signals are more easily masked by other
periodic or aperiodic noise than periodic signals are, and that this has a direct
impact on the type of cues that are most easily masked (e.g. Miller and Nicely
1955). Cues that are found in aperiodic noise, such as the place cues in the noise
of fricatives, affricates, and consonant release bursts, are highly vulnerable. The
intensity of the noise and the sharpness of the onset will determine the degree
to which the information is lost due to masking. The sibilant fricatives are the
most resistant to masking, despite their high-frequency concentration of energy,
because they are more intense than non-sibilant fricatives. Onset release bursts
are more resistant to masking than the non-sibilant fricatives: the release is
preceded by relatively little activity in the signal, and they have a sharp rise time,
both of which lead to an increase in activity in the auditory response. However,
their transience makes them more vulnerable to masking, an effect that offsets
some of the benefits they derive from the heightened auditory response. This
means that if a sibilant fricative is heard in isolation the listener will be more
readily able to identify it than any of the other fricatives, and because of its
duration it may survive masking better than a stop release. The stops and non-
sibilant fricatives will be much more dependent on the presence of a formant
transition.



46 Perceptual cue robustness

Place cues in the formant transitions are more resistant to loss through mask-
ing because they are periodic. However, even formant place cues are more
susceptible to masking than some of the broad cues to manner, such as sig-
nal attenuation, because they are transient. This vulnerability is offset in the
syllable-onset position by the onset boost in the auditory system. Syllable-
offset transitions (into a consonant closure) on the other hand are probably
degraded slightly by forward masking in the lower frequencies. Figures 2.1–
2.4 above schematically illustrate the onset boost that makes onset transitions
less vulnerable to environmental masking than offset transitions. The relative
advantage that the syllable-onset transitions have relies heavily on the manner
of the preceding consonant with the voiceless stops having the greatest benefit
and the fricatives having the least. This is not to say that coda transitions nec-
essarily contain less information, but rather that in any but the best listening
environments (i.e. listening in quiet with a pair of headphones) they will stand
a poorer chance of reliably transmitting information about a particular contrast.

Place and manner cues in the nasal pole and zero are resistant to masking;
however, they tend to be weaker place cues than the actual formant transitions
(Malécot 1956). Therefore, while nasal manner is highly recoverable from the
nasal spectrum, nasal place is not as reliably recovered.

3.2 Overlap, redundancy, and parallel transmission

Mattingly (1981) proposed that a driving force in the organisation of speech is
the need for both a maximal speed of signal transmission and a robust encod-
ing of the information in the signal. This is achieved through gestural overlap,
in production that increases the transmission rate and robustly encodes infor-
mation about the articulations. The degree to which overlap results in greater
robustness and increased speed of transmission depends on the makeup of the
segmental string. The greatest benefit is derived from an organisation of speech
in which constrictions are released in decreasing order of stricture and con-
strictions are applied in increasing order of stricture. To derive the greatest
perceptual benefit from overlap, there will be intervening vowels that represent
the peak of aperture.

Mattingly’s proposal is based on the well-known tendency for articulations
to overlap in the production of speech. The articulatory (or gestural) overlap
results in an acoustic signal in which information about one articulation may
show extensive temporal overlap with information about another. The parallel
nature of the transmission results in a compression of the information and a
decreased transmission time. In addition to increasing the speed of transmission,
articulatory overlap potentially leads to redundancy of information in the signal.
The word ‘potentially’ is used here because whether or not overlap results in an
increase or a decrease in the number of cues depends on the characteristics of
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adjacent segments whose articulations are overlapping. For example, when two
stop consonants overlap, there is very little increase in information and a loss
of the release burst of C1 if the degree of overlap is great enough. On the other
hand, formant transitions out of a consonant closure and into a vowel provide
information about the preceding stop’s place and manner of articulation as well
as providing information about the vowel. The same is true of transitions out of
the vowel and into a following consonant closure. Thus, the articulatory overlap
between consonants and vowels both speeds up the transmission of the signal
in terms of production and encodes the information in the signal redundantly.

Under optimal laboratory listening circumstances any one of an array of cues
may be sufficient for a listener to recover a phonological contrast. However,
while any one cue may in principle suffice, not all cues will be equally effective
in conveying their information to the listener in all environments. The inequality
of cues comes from the fact that spoken language must rely on the transmission
through an acoustic medium and on the reception of the signal by the listener.
Under these conditions opportunities abound for the introduction of noise into
the process. Redundancy of encoding results in a signal that is perceptually
robust in noisy environments that are typical of spoken language.

Even though increased overlap may result in perceptual benefits given the
proper segmental sequence, too great a degree of overlap can result in infor-
mation loss and a degradation of the signal. Mattingly points out that complete
overlap may result in a loss of cues: if a gesture is co-extensive with another ges-
ture with a higher degree of stricture, the gesture with a lesser degree of stricture
may have no impact on the acoustic signal because it will be fully obscured.
He uses the example of the sequence /pla/ in which extensive overlap between
the /p/ and the /l/ leads to the desired increase in rate of the transmission, but in
which complete overlap between the /p/ closure and the /l/ constriction could
lead to a loss of information about /l/.

3.3 Modulation and increased salience

Kawasaki (1982) and Ohala (1992) have proposed a different perceptual fac-
tor in segment sequencing that makes somewhat overlapping predictions than
Mattingly’s. Their proposal is based on the assumption that change (modula-
tion) along an acoustic dimension, such as frequency or amplitude, will result
in increased salience of the cues in the portion of the signal where the change
occurs. Therefore, the greater the modulation and the more dimensions that are
involved, the greater the salience. The more modulation there is in the acoustic
signal, the better the segmental organisation. It turns out that modulation alone
is a rather poor predictor of many common phonotactic patterns (Kawasaki
1982) and that additional factors, such as cue enhancement and confusability,
need to be taken into consideration (see Flemming 1995/2002 for a discussion).
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Nevertheless, in a broad sense, modulation does appear to play a role in the rel-
ative auditory impact of a cue.

The increased salience may be rooted in both attentional factors and in the
functioning of the auditory periphery. Changes in frequency and amplitude
result in a dramatic increase in activity in the auditory nerve fibres and in
certain cells in the nuclei of the auditory pathway. The amount of increase that
a change provokes will vary depending on the context and, in certain cases,
the direction of change. Overall, however, the link between modulation and
salience appears to be borne out at least to a degree.

The benefits of modulation can be seen in the alternating CV sequencing that
is typical of most languages. The alternating closures and apertures create a
large modulation along the amplitude dimension, and smaller abrupt changes
in frequency in the formant transitions into and out of the closures. As most
abrupt changes occur either at a consonant closure or aperture, these cue-rich
portions of the signal are guaranteed an increase in salience. As the articulators
move from the consonant constriction towards the vowel target, the greater the
distance the formants travel, the greater the increase in salience. According to
this model, the transition from a labial constriction with a relatively low second
formant (F2) into a front vowel with a relatively high F2 will be more salient
than the transition into a back vowel with a relatively low F2. The relative lack
of modulation may underlie the co-occurrence restriction on labialised conso-
nants or labial glides plus rounded vowels, as well as the similar restriction on
palatalised consonants or palatal glides and high front vowels. These sequences
of segments provide little modulation along the frequency or amplitude dimen-
sions. Stevens (1989), Stevens and Keyser (1989), and Flemming (1995/2002)
explore in detail the ways in which segmental makeup can enhance or diminish
phonological contrasts.

To a large degree, the sequences that result in a greater degree of signal
modulation are the same ones that result in increased cue redundancy. Thus,
the two can be seen as overlapping factors that increase the robustness of en-
coding in the signal. For example, the alternation of consonants and vowels
(CV) results in a robust encoding of information both because it results in
the greatest perceptual benefit from overlap, and because it creates an optimal
signal modulation. In addition, sequences with a similar degree of aperture
(stop + stop, fricative + fricative, nasal + nasal, etc.) result in a poor encoding
both because they result in very little perceptual benefit from overlap, and also
because they result in very little signal modulation. However, the two principles
should not be seen as predicting identical results. For example, because it refers
mainly to degree of stricture, the overlap principle predicts that all sequences
of glide + vowel should be equally robustly encoded in the signal; thus a se-
quence like /ja/ is as good (or bad) as a sequence like /ji/. On the other hand,
the modulation principle alone does not take into account the benefit of cue
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redundancy in determining the relative perceptual benefit of a particular se-
quence. In the sequence /pla/ information is robustly encoded because /p/, with
complete closure, precedes the /l/ with partial closure, which, in turn, pre-
cedes the /a/ with an even greater degree of aperture. This ordering ensures
that information about the liquid is not lost as a result of overlap (as might
be the case if it were to precede the stop), since a portion of it overlaps with
the following vowel, and it creates a signal in which information about any one
segment is distributed redundantly throughout the signal. The p-release will
be shaped by the overlapping /l/ closure but not completely obscured by it since
the lateral does not make a complete closure, thus it will bear information both
about the place of articulation and manner of the /p/ as well as the /l/. The
lateral may be partially devoiced and its acoustic onset will be shaped by the
preceding labial closure, thus it will bear information about both the /p/ and
the /l/. The onset of the vowel will have transitions that will provide place and
manner information about the preceding lateral as well as information about the
vowel’s quality. If the lateral were to precede the labial stop, increased overlap
might result in loss of information about its manner and place (depending of
course on the segmental makeup of the surrounding utterance).

4 Preferred segmental sequences

The alternating consonant and vowel pattern (CVCV), which is by far the most
common pattern in the world’s languages, is also the best pattern in terms of
the sheer number and redundancy of cues in the signal. At each transition from
vowel to consonant there are numerous cues to both the vowel’s quality and
to the consonant’s place, manner, and voicing. This results in a high degree of
redundancy in the signal so that the signal can be considerably degraded before
there is a critical loss of information about any of the segments. The pattern
of consonant + glide + vowel + glide + consonant (and variations thereof) is
only a slightly worse sequencing pattern than the CV pattern above. How good
or bad these clusters are will depend on how similar the glide transitions are
to the vowel formants and the formant transitions of the consonant. It should
be remembered that glides are dynamic so that the usefulness of their internal
cues depends on the listener identifying the formant movement as resulting
from a glide and not from the transition from consonant to vowel. The greater
the similarity between the consonant formant transitions and the glide formant
transitions, the more easily the glide will be lost. The more similar the glide’s
formants are to the vowels, the less movement there will be and the poorer the
identification of the glide will be. Word-final and preconsonantal consonants
(coda consonants) are in a slightly poorer situation vis-à-vis the cues for auditory
perception.
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Figure 2.5 Schematic illustration of sonority sequencing

Of course, how poor the situation is from a perceptual point of view depends
a great deal on the acoustic characteristics of the consonant in question. In
general it can be said that consonants with internal cues to place, manner, and
voicing will suffer less in the coda. For example, nasals will survive better in a
coda from the point of view of voicing (since nasals are generally voiced) and
manner. However, from the point of view of place, they are in only slightly better
a position than stops, because their internal cues to place are fairly weak. Thus
we expect a loss of place contrasts in coda nasals and preconsonantal nasals.
Fricatives should also be better in preconsonantal and word-final positions than
stops. They have strong cues to place in their frication noise (particularly the
sibilants) and they also have good internal cues to voicing. In word-initial
position, fricative + stop and nasal + stop sequences are predicted to be much
more common than stop + stop and even stop + fricative sequences because
they are not as reliant on vowel transitions for perceptual cues. The nasals will
be even more susceptible to loss of place than they are word internally, and the
fricatives will be limited to the sibilants that have strong internal cues.

The sonority sequencing principle has proven a particularly useful tool in
phonology for describing many of the patterns that result from perceptual factors
such as these as well as articulatory factors that are outside the domain of this
discussion. One common form of the sonority sequencing principle states that
within a syllable, segments are ordered first in order of increasing sonority from
a sonority minimum to a sonority peak, and in order of decreasing sonority
thereafter (e.g. Bell and Hooper 1978; Selkirk 1984). Most works on sonority
cite Sievers (1881), Jespersen (1913), and de Saussure (1914) as the earliest
uses of sonority-based rankings to explain the ordering of segments within a
syllable. Ohala (1992) also cites earlier work including de Brosches (1765) and
Whitney (1874). Figure 2.5 schematically illustrates the increase in sonority
over the course of the syllable.

In this view, the sonority value of a segment is considered an inherent prop-
erty of a segment. Traditionally a segment’s inherent sonority was based on
stricture. The greater the degree of stricture the lower the sonority value. Other
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highest sonority lowest sonority 

Vowels > Glides > Liquids > Nasals > Fricatives > Stops 

Figure 2.6 The sonority hierarchy

articulatory measures of sonority include the relative jaw height (Lindblom
1983). Definitions of sonority have also included a measure of audibility or
energy particularly in the lower frequencies: the greater the energy, the higher
the sonority (Bloch and Trager 1942). These two criteria sometimes conflict,
particularly in the case of fricatives where an increased stricture may lead to
an increase in amplitude (Keating 1983). However, in general the wider the
openness of the vocal tract, the greater the energy in the signal and the higher
the sonority. While there is not full agreement about the exact definition of the
sonority hierarchy, nor about the amount of detail necessary in its divisions,
most current explanations of segment organisation are based on it. Figure 2.6
illustrates a common version of the sonority hierarchy. This organisation results
in many of the most commonly attested patterns of segment sequencing. The
following are examples from English that illustrate the patterns:

CV, CVC (where C is a consonant and V is a vowel): ‘mama’ /mama/
or ‘tool’ /tul/

CGV, CGVC, etc. (where G is a glide): ‘pew’ /pju/, ‘twin’ /twin/, etc.
CLV, CLVC, etc. (where L is a liquid) for example ‘tree’ /tri/, ‘clear’

/klir/, etc.
In all of the examples sonority rises and falls regularly so the segment sequenc-
ing is said to follow the sonority-sequencing principle. In a revised version of
the Sonority Sequencing Constraint that is based on perceptual robustness the
traditional patterns hold as well. The following examples list the perceptual ba-
sis for the most commonly attested patterns (in descending order of preference;
ANF = auditory nerve fibre).

CV, CVC ANF boost, increased redundancy, increased
perceptual distance

CGV, CGVC, etc. ANF boost, increased redundancy, increased
perceptual distance

CLV, CLVC, etc. ANF boost, increased redundancy, increased
perceptual distance

sCV internal cues (in frication), increased perceptual
distance (as long as C2 is not another fricative)

(where s = sibilant fricative)
In past formulations of the Sonority Sequencing Constraint there was no princi-
pled way of accounting for the special status of sibilant fricatives; instead they
were labelled ‘special’ or ‘exceptional’. In a Sonority Sequencing Constraint
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that is based on perceptual robustness, a stranded consonant (one without a
flanking vowel, liquid, or glide) is dispreferred unless it has sufficiently robust
internal cues to survive in the absence of formant transitions. The only conso-
nants that have reliable cues at their peaks of stricture are sibilant fricatives. This
is arguably the reason why syllables of the type sCV are cross-linguistically
common, even though they have a sonority reversal. The cues for /s/ in sCV
are weaker than those for C in CV, so there are also many languages that have
CV but lack sCV. If place is sacrificed, then nasals may also occur in sonority
reversals: their manner cues are clear even in isolation, but their place cues will
disappear making them homorganic with the following obstruent.

5 Conclusion

It should be obvious now that organising the consonants and vowels of speech in
certain patterns is going to produce a signal that will encode enough information
for the listener to recover place, manner, and voicing more reliably than other
patterns will. Robustness can be defined as the redundancy of the cues minus
the vulnerability of those cues. That is, the more cues point to a contrast and the
less susceptible to masking or loss those cues are the more likely the contrast is
to survive. The necessity of maintaining a particular contrast is weighed against
other articulatory demands on the system such as the desirability of overlapping
adjacent articulations or minimisation of effort (Lazy from Kirchner 2000).

Given the relative resistance to masking of consonant cues that are either
encoded in vocalic (vowel and glide) transitions or in gross signal changes
(such as manner cues), the ideal segmental organisations will be those that
are most commonly attested cross-linguistically: CV, CGV, and so on. These
patterns allow maximum degree of overlap between segments and the least
risk to portions of the signal that contain vulnerable cues such as consonant
bursts or weak frication. Figure 2.7 illustrates the advantages of alternating
CVCV over CVC1C2V (where C1 and C2 are both stops). While word onset
does not provide the same benefits as the intervocalic positions in terms of
cue redundancy, it is still relatively better than coda positions: there is greater
redundancy of cues in the CV transition than in the VC transition and the cues
have the auditory onset advantage. This is particularly true of stop consonants,
which always have a release burst in CV position, and have VOT and a greater
attenuation of the signal preceding the burst and the formant transitions resulting
in a greater onset advantage.

Segments that we expect to survive without the benefits of flanking vowels,
and thus be found at syllable edges with intervening stops, are the sibilant
fricatives, potentially other fricatives (depending on intensity of frication), and
nasals (particularly if they are homorganic with a following consonant or not
otherwise contrasting in place). The same type of pattern should be seen for
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Figure 2.7 Spectrograms of the two nonsense words /aba/ and /abda/ illus-
trating increased redundancy in V + stop + V (A) as opposed to V + stop +
stop + V (B) sequences. The acoustic cues for the bilabial stop are indicated
by the arrows (after Wright forthcoming)

word-final and preconsonantal (coda) consonants. But even for these segments,
coda position is worse than the onset position overall. The coda transitions get
no boost and suffer from forward masking (saturation of the ANF response). The
best codas will be glides and liquids, nasals that do not contrast for place, stops
that do not contrast for place, and fricatives and affricates with high intensity
energy.

A Sonority Sequencing Constraint that is based on robust sequencing has the
added benefit of relating transparently to many other phonotactic constraints.
The OCP can be partially motivated (for local effects) because of the perceptual
benefit of increased perceptual distance between adjacent segments (Ohala
1992; Flemming 1995/2002). The No Coda constraint can be motivated by the
preference for maximal redundancy through overlap and by the auditory onset
boost. The Contact Law can be motivated by the optimisation of segments for
auditory advantages and recoverability in codas: approximants > fricatives >

nasals.
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3 Place assimilation*

Jongho Jun

1 Introduction

The present study is concerned with place assimilation in consonant clusters.
In such assimilations, one of two neighbouring consonants takes on the place
of articulation of another. This occurs, for example, in Diola-Fogny. In (1), /m/
takes on the velar place of the following /g/, becoming [ŋ]:

(1) ni+gam+gam [nigaŋgam] ‘I judge’ (Sapir 1965)

It is not difficult to derive place assimilation within the framework of pre-
vious theories such as classical generative theory, feature geometry, or un-
derspecification theory. This is also true in Optimality Theory (Prince and
Smolensky 1993). For instance, if there is a markedness constraint of the type
∗HeterorganicCluster, and faithfulness constraints for place of articulation
are ranked below it, then place assimilation will be derived, as shown below.

(2) A familiar Optimality-Theoretic analysis of place assimilation

input = / ni+gam+gam / ∗HeterorganicCluster Max-place

a. [nigamgam] ∗!

b. ☞ [nigaŋgam] ∗

However, such an account leaves unanswered some crucial questions.
One wonders, for instance, why languages should have a constraint like
∗HeterorganicCluster in the first place – what is it about heterorganicity
such that languages should so often avoid it? Moreover, positing a constraint
like ∗HeterorganicCluster does nothing to account for the interesting ty-
pological patterns that have been found to govern place assimilation (Mohanan
1993; Jun 1995; and below). These include the characteristically regressive
direction of place assimilation, the greater propensity of nasals to undergo it,
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the greater propensity of coronals to undergo it, and the greater tendency of
non-coronals to trigger it. These patterns are elaborated further below. Any
reasonable theoretical account of place assimilation should account for these
patterns, which are quite robust cross-linguistically.

In this chapter, I will lay out an approach to place assimilation that aims
to achieve these goals. In my approach, there is no role for a constraint like
∗HeterorganicCluster. Instead, place assimilation is treated as the conse-
quence of interactions among constraints that have phonetic teleologies, both
articulatory and perceptual. As a result, the cross-linguistic patterns mentioned
above receive explanations that emerge from properties of human speech pro-
duction and perception. The crucial basis of the explanation lies in asymmetries
in the perceptibility of place of articulation in different segments and in different
contexts.

The proposal described here represents a minor revision of ideas originally
put forth in Jun 1995, 1996a. Subsequent work that has followed similar lines
of inquiry includes Steriade 1995, 2001, Myers 1997, and Boersma 1998.

2 Perception of place

There are many potential perceptual cues for phonological place contrasts. For
instance, cues for place may be located in the formant transitions of adjacent
vowels, in stop release bursts, and in fricative noise. Different consonant types
have different cues, and the salience of the cues may be different. Accordingly,
different consonant types vary in the degree of perceptibility of place contrasts.
In addition, not all potential sources of perceptual cues for each segment type
are available in actual speech; the cues may be present or absent (or weak-
ened or enhanced) depending on the context. Such contextual variation in cue
distribution is the focus of this section.

To begin, here is a brief overview of the most important place cues and
their distribution; for more detailed discussion, see below, as well as Borden,
Harris and Raphael 1994, Wright 1996, this volume; and Wright, Frisch, and
Pisoni 1996. Place cues may be either internal or transitional, depending on
where the cues are located in time relative to the constriction of a consonant.
Internal cues can be found during the acoustic interval corresponding to the
consonantal constriction, as in the frication noise of a fricative. Transitional
cues are found during the period of coarticulation between a consonant and its
neighbouring segments. The most important transitional cues are vowel formant
transitions. In CV and VC sequences, articulators move from a consonantal
position to a vocalic position or vice versa, changing the vocal tract shape. This
shape is acoustically reflected in formant changes during the vowel offset (VC)
or onset (CV). Thus, although the cues occur ‘during’ the vowel, they serve
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as a major source of information concerning the place of articulation of the
consonant.

Let us now consider what potential sources of place cues are available for each
manner of articulation. Stops bear no cues for place during closure, but when
adjacent to vowels they induce formant transitions; many stops also possess a
release burst, which results from the sudden venting of high intraoral pressure
at release. Earlier studies of the perception of place in stops show that the
release burst alone can provide salient place cues (Malécot 1958; Winitz, Scheib,
and Reeds 1972). However, formant transitions, especially CV transitions, also
provide a good source of place cues, and it is hard to determine the relative
contribution of transitions and burst to the identification of place (Manuel 1991;
Byrd 1992; Wright this volume; and others).

For fricatives, the spectrum of noise provides an internal place cue. The
noise spectrum is highly reliable for the identification of place in sibilant frica-
tives, but less so in nonsibilant fricatives (Wright et al. 1996). Thus, formant
transitions on an adjacent vowel play an important role in the perception of
nonsibilant fricatives, compared with sibilants.

Nasals are produced with complete oral closure just like stops, and bear cues
in the formant transitions of neighbouring vowels similar to those of stops.
Nasals lack bursts, but have internal cues in the form of the nasal resonance
(murmur) during the period of closure. However, the nasal resonance cues are
less reliable in identifying the place of a nasal than the vowel formant transition
cues (Malécot 1956).

Unlike other consonants, approximants (liquids and glides) have a formant
structure that serves as an internal cue. They also benefit from transition cues
on the neighbouring vowels; typically, formants change fairly gradually in the
transition between vowels and approximants.

The potential sources of consonant place cues just discussed are summarised
in (3).

(3) Sources of consonant place cues

Cue types

Segment types Internal Transitional

stops none CV, VC formant transitions,
release burst

nasals nasal resonance CV, VC formant transitions
fricatives frication noise CV, VC formant transitions
liquids and glides formant structure CV, VC formant transitions
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For present purposes, it is the relative perceptibility of consonants that is cru-
cial. Below, I compare the perceptibility of consonants under four different
conditions:
1. Comparison between preconsonantal consonants with different manner fea-

tures (target manner)
2. Comparison between preconsonantal consonants with different place fea-

tures (target place)
3. Comparison between preconsonantal and prevocalic consonants (target po-

sition)
4. Comparison between consonants occurring before consonants with different

place features (trigger place)
Variation in perceptibility in each condition will be seen to explain a number
of patterns of assimilation.

2.1 Target manner

This section discusses the relative perceptibility of place cues in stops, nasals,
fricatives, liquids, and glides. For reasons that will be clear later on, I focus
here on the effects of manner in consonants that occur as the first member
of a consonant cluster; specifically, as C1 in V1C1C2V2. Consonants in this
position often lack salient place cues; in particular, CV formant transitions are
not available. In a V1C1C2V2 sequence, V2 normally bears little information
about C1 due to the intervening C2; the formant transitions in the onset of V2

will mostly have cues for C2. In addition, when C1 is a stop, it is often unreleased
due to overlap with C2 (especially when C2 is a nasal or obstruent) and thus
lacks a release burst. Thus, the pattern of cues seen earlier in (3) is reduced in
this context to (4):

(4) Sources of consonant place cues in pre-C position (esp. C2 = a nasal or
obstruent)

Cue types

Segment types Internal Transitional

stops none VC formant transitions
nasals nasal resonance VC formant transitions
fricatives frication noise VC formant transitions
liquids and glides formant structure VC formant transitions
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The crucial comparison here will be between noncontinuants (stops and nasals)
vs continuants (fricatives and approximants) in preconsonantal position. The
crucial point will be that noncontinuants suffer a proportionately greater disad-
vantage from occurring in this context relative to continuants.

Stops in preconsonantal position lack prominent cues in the release burst and
CV transitions. VC formant transitions may provide the only place cues for stops
in this location; and as will be discussed below, cues in VC formant transitions
are much less prominent than those in CV transitions. Therefore, perceptibility
of the stop place is drastically reduced in preconsonantal position, compared to
prevocalic position.

This drastic weakening of place cues is also true of the nasals. According to
Kurowski and Blumstein’s (1984) perceptual experiments, the nasal murmur
and transitions surrounding the nasal release provide the most reliable place
cues, but neither the murmur immediately preceding the release nor the transi-
tion immediately following the release provides a salient place cue for the nasal
by itself. Since in preconsonantal position nasals are normally unreleased, and
unreleased nasals lose the most prominent cues around the release, the per-
ceptibility of nasals’ place cues thus is drastically reduced in preconsonantal
position.

In contrast, if the consonant occurring preconsonantally is a continuant, it
maintains its internal cues in addition to the cues in the VC formant transitions.
Thus, even if a fricative or non-nasal sonorant overlaps with a consonant in
C2, its place cues can be well preserved. A short period of non-overlapping
frication at the beginning of a fricative, especially in the case of sibilants,
can provide somewhat stable place cues. Thus, fricatives have more robust
place cues than stops and nasals in preconsonantal position. Hura, Lindblom,
and Diehl (1992) carried out perception tests to compare English fricatives,
stops, and nasals in confusability when occurring before a stop. Their results
indicate that fricatives were less confusable than stops and nasals. Also, as
discussed above, the critical place cues for glides and liquids are located in
relatively gradual frequency changes. Especially in case of (English) liquids, the
frequency changes may persist for much of the preceding vowel’s duration. Such
gradual changes can provide robust perceptual cues. In conclusion, continuant
consonants – fricatives and non-nasal sonorants – have more robust place cues
than stops and nasals when occurring as the first member of a consonant cluster.

Nasals and stops differ with respect to perceptibility of place information.
Both suffer from a lack of release in preconsonantal position, but nasals have
an additional handicap. In a VN sequence, the vowel is characteristically
nasalised, either throughout, or at least during the crucial period of the con-
sonant transitions. Nasalised vowels are perceptually difficult in comparison
with oral vowels, and their amplitudes are decreased by anti-formants (Johnson
1997). Thus, nasalised vowels are normally less distinct than oral vowels. This
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acoustic and perceptual difference between nasalised and oral vowels may lead
us to assume that formant transitions of nasalised vowels are less distinct with
respect to the place of the following consonant than those of oral vowels. In other
words, nasals have less prominent place cues in the VC transitions than stops,
suggesting the relative perceptibility of stops over nasals in preconsonantal po-
sition. This argument is consistent with results of the perception experiment
by Hura et al. mentioned above: it was found that when occurring before a
stop, stops were less confusable than nasals, although this difference was not
statistically significant.

To summarise this section: in preconsonantal position, nasals have weaker
place cues than stops, which in turn have weaker cues than continuants.

2.2 Target place

Consider the relative perceptibility of place cues of coronals, labials, and ve-
lars when they are unreleased, occurring as the first member of a consonant
cluster. Experimental evidence (Byrd 1994, citing Öhman 1967, Kuehn and
Moll 1976, and Winitz et al. 1972) has established that a coronal, specifically
[d], has perceptually weaker cues compared to noncoronals. This weakness
can be explained as follows (cf. Browman and Goldstein 1990; Kang 1999).
Typically, the underlying gesture with which coronals are realised is articulated
more rapidly. That is, tongue tip gestures are rapid and thus have rapid transition
cues; whereas tongue dorsum and lip gestures are more sluggish and thus give
rise to long transitions.

This has important consequences for the acoustic effects of articulatory over-
lap. Consider the difference between a longer and a shorter consonant articula-
tion gesture, when the consonant occurs in preconsonantal position:

(5) a. b. 
V1   C1     C2 V1   C1          C2 

rapid C1 gesture slow C1 gesture 

When the gesture for C1 is articulated rapidly, the formant transitions at the end
of V1 will be affected not just by C1, but also by the overlapping C2. When the
gesture for C1 is made slowly, however, the transitions in V1 will result almost
entirely from C1. Thus, a longer-gesture consonant in C1 (i.e. a velar or labial)
will be rendered more identifiable by the preceding formant transitions than
will a shorter-gesture consonant (such as a coronal).

The claim for the perceptual weakness of unreleased coronals relative to
labials and velars is supported by results of Winitz, Scheib, and Reeds’s (1972)
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perception study of the identification of English voiceless stops. In this study,
the release burst of a stop and 100 msec of the adjacent vowel were isolated
from English monosyllable words taken from running speech. When stop bursts
alone, isolated from word-final VC sequences, were presented to subjects, alve-
olars were found to be most accurately identified. However, when 100 msec
of a vowel segment preceding the stop was additionally employed, alveolars
became least accurately identified. These results indicate not only that alveo-
lars are the most confusable stops at the end of the word, but also that vowel
transitions into an alveolar stop are least informative of its place of articulation.
Consequently, the results support the claim that coronals have weaker place
cues than noncoronals when they lack cues in the release burst.

Other results of Winitz et al.’s perception study may suggest an additional
distinction among noncoronals. In the comparison between two perception tests,
one employing stimuli with stop bursts alone and the other with stop bursts plus
100 msec of adjacent vowel, the accuracy of identification greatly improved for
final velars compared to labials (some improvement) and alveolars (almost no
improvement). My interpretation of these results is that vowel transitions into a
velar stop are more informative of the stop’s place of articulation than those for
labials and coronals. If this interpretation is correct, velars have stronger place
cues than coronals and labials when they are unreleased.

This difference may be attributed to an acoustic characteristic property of
velars, that is, compactness (Jakobson, Fant, and Halle 1963). Velars can be
characterised by a noticeable convergence of F2 and F3 of neighbouring vowels.
These two formants can form a prominence in the mid-frequency range. As
argued by Stevens (1989: 17–18), such a mid-frequency prominence of velars
can form a robust acoustic cue for place of articulation. Listeners do not have
to know the exact target points of F2 and F3 transitions to identify velars; mere
convergence of two formants will provide a sufficient cue, regardless of where
the convergence occurs.

The general conclusion of this section is that place cues of unreleased dorsals
are more perceptible than those of unreleased labials, which in turn are more
perceptible than those of unreleased coronals.

2.3 Target position

This section concerns the relative perceptibility of consonants in prevocalic
and preconsonantal positions. It has been shown in the literature (Bladon 1986;
Manuel 1991; Ohala 1990, 1992 among others) that prevocalic or syllable-
initial consonants are acoustically/perceptually stronger than preconsonantal
or syllable-final consonants. In section 2.1, I related this claim to patterns of
release: stops and nasals are released before vowels but typically unreleased
before consonants, especially obstruents and nasals. Thus, in preconsonantal
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position, both stops and nasals have only weak place cues, losing the prominent
release burst cues and cues around the nasal release, respectively.

Another important factor is the relative perceptibility of CV and VC formant
transitions. Experimental results consistently show that CV transitions provide
more prominent place cues than VC transitions (Repp 1978; Fujimura, Macchi,
and Streeter 1978; Wright 1996; Ohala 1990 and references cited therein). One
possible explanation for this difference lies in the auditory response system (see
Wright this volume; Côté 2000): the onset of the speech signal is emphasised
compared to its offset. Because of this, CV transitions out of a consonant closure
are effectively amplified, whereas VC transitions into a consonant closure are
not.

Thus, for two reasons – patterns of release and auditory system asymmetries –
the place cues of a consonant are stronger in prevocalic position than in pre-
consonantal position.

2.4 Trigger place

The perceptibility of place cues of C1 in a cluster C1C2 also varies as a function
of the place of C2. Due to coarticulation, the formant transitions of V1 are
affected by both C1 and C2, although C1’s influence is dominant (Byrd 1992;
Zsiga 1992). Thus, C2 with different place features may obscure place cues of
the C1 to differing degrees. I claim that this depends on the inherent velocity
of the articulator involved in C2: a slower gesture for C2 obscures the place
cues for C1 more easily. The schematic representations in (6) can illustrate this
point.

(6) a. b. 
V1  C1  C2  V1  C1   C2 

 

   rapid C2 gesture slow C2 gesture 

In (6a), a rapid C2 gesture (marked in bold) slightly overlaps with the preceding
C1 gesture; so that C2’s influence onto VC formant transitions would be mini-
mal. Example (6b) illustrates that a slow gesture of C2 may begin even before
the C1 gesture does; thus it will greatly obscure the VC transition cues to iden-
tification of the C1. The slower the gesture for C2, the greater this effect will be.
As discussed above, coronals are characterised by rapid articulatory gestures,
whereas noncoronals are characterised by slow gestures. From this, it follows
that the place cues of C1 can be obscured more easily before noncoronals than
coronals.
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2.5 Summary

The four perceptibility scales proposed in this section are repeated below.

(7) Perceptibility Scales for Place
a. Target manner: [+cont]/ C > [stop]/ C > [nasal]/ C
b. Target place: unreleased dorsal > unreleased labial > unreleased coronal
c. Target position: V > C
d. Trigger place: coronal > noncoronal

It will be shown in section 4 that typological patterns of place assimilation
follow from these perceptibility scales.

3 Typology

Place assimilation patterns display language-specific variability. However, the
variability is not unconstrained; there are systematic gaps and asymmetries.
This section discusses a data survey, building on Mohanan 1993, which con-
firms this claim. The discussion below is based on data from Brussels Flem-
ish, Catalan, Diola-Fogny, English, German, Hindi, Inuktitut dialects, Keley-i,
Korean, Lithuanian, Malay, Malayalam, Nchufie, Thai, Toba Batak, Yakut, and
Yoruba. However, the assimilatory patterns that emerge are the same as those
discussed in a much larger data set employed in Jun 1995. I will classify the
attested patterns according to the same four categories used in the preceding
section.

3.1 Target manner

The following table shows a summary of surveyed patterns of place assimilation
with respect to the manner of the target:1

(8) Patterns for target manner

Language list Nasal Stop Continuant

Catalan2, English, German, Korean, yes yes no
Malay, Thai, Yakut

Brussels Flemish, Diola Fogny, Hindi, yes no no
Keley-I, Lithuanian, Malayalam, Nchufie,
Toba Batak, Yoruba

(yes = ‘targeted’, no = ‘untargeted’ and ‘undetermined/unknown’)
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In the above table, ‘yes’ indicates that a consonant produced with the corre-
sponding manner of articulation can be targeted in place assimilation, and ‘no’
indicates that the consonant cannot be targeted. In some cases it is impossible to
determine whether the relevant consonant can be targeted or not; for instance,
this is true of fricatives in Korean, since only codas can be targeted in Korean
place assimilation but fricatives never appear in coda position. There are also
cases whose patterns are not known to me. These cases are included in the ‘no’
category.

From the above list, two observations can be made. First, continuants (i.e.
fricatives, liquids, and glides) virtually never undergo place assimilation. (There
are cases, e.g. Japanese, in which continuants can undergo place assimilation
as part of a process of total assimilation; such cases are excluded from consid-
eration here.)

Second, among the noncontinuants, nasals are more likely to undergo place
assimilation than stops, and there is an implicational relation: if in some lan-
guages stops can be targeted for assimilation, so can nasals. Thus, languages
such as Malayalam allow only nasals to be targeted, and languages like English
target both oral stops and nasals, but there are no languages in which only oral
stops can be targeted.

3.2 Target place

The following table sorts the surveyed data according to the place of articulation
of the target:

(9) Patterns for target place

Language list Coronal Labial Velar

Diola Fogny, Malay, Nchufie, Yoruba, Thai yes yes yes
Korean yes yes no
Hindi, Malayalam yes yes
Catalan, English, German, Toba Batak, Yakut yes no no
Brussels Flemish, Keley-I, Lithuanian yes no

(‘yes’ = ‘targeted’, ‘no’ = ‘untargeted’, blank = ‘undetermined or unknown’)

‘Yes’ indicates that a consonant produced at the corresponding place of articu-
lation can be targeted in place assimilation; ‘no’ indicates that it cannot. Unlike
in (8), undetermined (and unknown) cases are unmarked. This table shows
that consonants produced at different places of articulation tend to be targeted
in place assimilation to a different degree. First, coronals are a target in all
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surveyed languages. The prevalence of coronals among place assimilation tar-
gets has been noted earlier by Bailey (1970), Kiparsky (1985), Cho (1990),
Paradis and Prunet (1991), and others. In Brussels Flemish, Catalan, English,
German, Keley-I, Lithuanian, Toba Batak, and Yakut, only coronals are targeted
in place assimilation. There are also languages such as Diola-Fogny, Hindi, Ko-
rean, and Malayalam in which not only coronals but also noncoronals can be
targeted. However, I am not aware of any languages where only noncoronals
are targets. Thus, it seems that in any language, if noncoronals can be targets
of place assimilation, so can coronals.

Among the languages surveyed, Korean is the only language that shows a
clear asymmetry among noncoronals, that is, between labials and velars: Korean
place assimilation targets both coronals and labials, but not velars. However,
additional data in Dorais’ (1986) survey of Inuktitut dialects (not included in
my own database) involve a number of cases in which coronals and labials,
but not velars, assimilate.3 The Korean and Inuktitut data together suggest that
labials are more likely to undergo place assimilation than velars. We propose,
then, the implicational statements in (10):

(10) Target Place
a. If velars are targets of place assimilation, so are labials.
b. If labials are targets of place assimilation, so are coronals.

3.3 Position of the target consonant

It is well known that in intervocalic position regressive assimilation is much
more common than progressive assimilation. Beckman (1997: 22) suggests that
this is not just a tendency: where all else is equal between C1 and C2, ‘progressive
assimilation in consonant clusters is virtually unattested’. The preference for
C1 target is confirmed in my survey data: all the patterns involve C1, not C2, as a
target. Webb’s (1982) survey, in which two hundred languages were examined
as part of the Stanford Archiving Project, yielded similar results.

However, there are two exceptions to the pattern of regressive assimilation,
both of which find independent explanations. First, in cases like Kambata
(Hudson 1980: 105), Musey (Shryock 1993), and Dutch (Trommelen 1983),
the initial consonant of a suffix assimilates to the final consonant of a stem.
This appears to reflect the widely noted tendency that stems resist alternation
in comparison to affixes (see, e.g., Casali 1996; Silverman 1995). The second
exception is that in word-final VC1C2, C2 sometimes assimilates to C1, as in
German /va:gən/ ➔ [va:gŋ] ‘Wagen’ (Kohler 1990: 83). This ‘exception’ is
only an apparent one: since the word-final C2 lacks most of the perceptual cues
of C2 in VC1C2V, none of the discussion above is relevant to such cases.

In sum, except for these special contexts, place assimilation appears to be
always regressive.
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3.4 Trigger place

Most surveyed patterns do not show any asymmetries with respect to the place
of articulation of the trigger consonant. A relevant case, however, can be found
in Korean place assimilation.

(11) Korean (from Jun 1996b)4

a. Noncoronals are triggers.
/ip+ko/ → [ikko] ‘wear and’

b. Coronals are not triggers.
/ip+tolok/ → [iptolok], ∗[ittolok] ‘wear + causative marker’

In Korean, labials do not assimilate to following coronals (11b), but they do
assimilate to following velars (11a). A similar asymmetry is seen in Latin stop
assimilation (Kühner and Holzweissig 1966): stops assimilate to following ve-
lars and labials (e.g. su/b+k/urro → su[kk]urro ‘I rush up to’) but they do not
assimilate to following coronals (scri/b+t/um → scri[pt]um, not ∗scri[tt]um
‘write-neuter passive participle’). In the absence of counterexamples, I will as-
sume the following descriptive statement: If coronals trigger place assimilation,
so do noncoronals.

3.5 Summary

The typological survey of place assimilation presented above yields the follow-
ing implicational statements.

(12) Implicational statements of place assimilation
(a) Target manner

(i) If continuants are targets of place assimilation, so are stops.
(ii) If stops are targets of place assimilation, so are nasals.

(b) Target place
(i) If velars are targets of place assimilation, so are labials.

(ii) If labials are targets of place assimilation, so are coronals.
(c) Position of target

In C1C2 cluster, if C2 is a target of place assimilation, so is C1 (excep-
tions: C2 in suffixes; C2 not prevocalic)

(d) Trigger place
If coronals are triggers, so are noncoronals.

In the following section, I develop a formal analysis intended to capture these
generalisations.

4 Analysis

To begin, it will be useful to consider the phonetic events that occur in place
assimilation. Two articulatory gestures, encoding the place of articulation of
the target and trigger segments, are involved. Occurrence of place assimilation
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means loss of the target gesture, with concomitant extension in time of the
trigger gesture so as to occupy the slot formerly held by the target.5

It has been suggested by Browman and Goldstein (1990) that loss of gestures
does not occur in assimilation, and that assimilation is simply the submergence
of one articulatory gesture under another. My own data suggest otherwise. In
Jun 1996b I explored the patterns of gestural overlap and reduction in Korean
and English labial-initial stop clusters, for example /ipku/, using intraoral pres-
sure data. I found that mere gestural overlap does not yield perceptual place
assimilation; overlapped /pk/ is in fact heard as [pk]. Assimilation is perceived
only when there is gestural reduction (partial or complete) of the target conso-
nant. Moreover, the observed gestural reduction occurs in exactly the contexts
where traditional phonological analysis posits a process of assimilation; that is,
for labials preceding velars, not coronals. Nolan’s (1992) study of assimilation
of coronals in English obtained similar results. Thus, the articulatory process
that corresponds at the phonetic level to phonological assimilation appears to be
more complex than mere overlap. Rather, the correct mechanism appears to be
gestural reduction of the target consonant, with concomitant temporal extension
of the trigger consonant. The analysis below proceeds under this assumption.

Why do speakers reduce articulatory gesture of the target segment? A widely
held view of phoneticians (e.g. Lindblom 1983, 1990) is that speech production
is the result of reconciling two conflicting requirements: ease of articulation
and ease of perception. Under this view, gestural reduction occurs in order to
satisfy the requirement of ease of articulation. (We will see below, however,
that perceptual requirements also play a role.)

Let us consider how assimilation can be treated formally within this general
view. I assume the general theoretical framework of Optimality Theory (Prince
and Smolensky 1993). My proposal is that the constraints predicting the patterns
of place assimilation represent the grammatical reflexes of the requirements of
articulation and perception (cf. Kohler 1990; Mohanan 1993).

A constraint motivated by ease of articulation, which I call Weakening,
formulates the minimisation of articulatory effort, as stated in (13):6

(13) Weakening: Conserve articulatory effort.

Following Kirchner (1998, this volume), I assume that violations of Weakening
are assessed based on the effort cost (i.e. ‘a mental estimate of the biomechani-
cal energy’) required for the articulation of each candidate. For present purposes
a simplified computation of the effort cost may be assumed: an arbitrary pos-
itive value is assigned to all complete closure gestures, while a zero value is
assigned in cases of elimination of gestures. (In section 5, a finer distinction
between the effort costs will be made in the analysis of gradient assimilation.)
A violation mark of Weakening is incurred whenever an articulatory gesture
occurs in a candidate. Weakening thus has the effect of reducing or eliminating
articulatory gestures, leading to place assimilation in consonant clusters.
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Weakening conflicts with faithfulness constraints, stated here as mandating
the preservation of the perceptual cues to features (Flemming 1995):

(14) Preserve: Preserve perceptual cues for input features.

I follow Steriade (1997) in assuming that faithfulness constraints are evaluated
relative to a hypothesised phonetic interpretation of the input string; this is a
mental representation that includes the articulatory realisation of the input fea-
tures and the acoustic-auditory consequences of the articulations. Faithfulness
to the input is assessed in terms of maximal preservation of these acoustic-
auditory properties of the phonetically interpreted input. Preserve has the
indirect effect of preserving gestures insofar as these gestures have acous-
tic/auditory consequences; thus gestural reduction or elimination is penalised,
and therefore, so is place assimilation.

The tableaux in (15) illustrate how the occurrence and absence of place
assimilation follow from the interaction of the Weak(ening) and Pres(erve)
constraints.

(15) Occurrence and absence of place assimilation

a. /tk/ Articulation Perception Weak Pres(place)

coronal
(i) [tk] ∗∗!

dorsal

coronal
(ii) ☞ [kk] ∗ ∗

dorsal

b. /tk/ Articulation Perception Pres(place) Weak

coronal
(i) ☞ [tk] ∗∗

dorsal

coronal
(ii) [kk] ∗! ∗

dorsal
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For each output candidate, articulatory gestures encoding the input place fea-
tures are represented with boxes, and their corresponding perceptual conse-
quences are represented with phonetic symbols. In candidate (15i), two gestures
are made and thus two violation marks of Weakening are provided, whereas in
candidate (15ii) only a single gesture is made, thus incurring a single violation
of Weakening.7 Consider next the evaluation of Preserve(place). Candidate
(15i) is a hypothesised phonetic interpretation of the input in which all the in-
put features are phonetically realised. As such, it preserves all the perceptual
information of the input places, and therefore incurs no violations of Pre-
serve(place). In contrast, in candidate (15ii), the coronal gesture is not made,
and thus its perceptual information is not preserved, so that Preserve(place) is
violated.8 When Weakening outranks the Preserve constraint for place fea-
tures, place assimilation occurs (15a); otherwise, no assimilation results (15b).

In assimilation, deletion of the target gesture is accompanied by the length-
ening of the trigger gesture, which is another aspect of the process that a phono-
logical analysis must account for. I treat this process as a kind of faithfulness
effect: the goal is to maintain in the output the manner cues of the input target
gesture. For example, when the target is a voiceless stop, the period of silence
obtained by lengthening the trigger gesture will have the effect of preserving
the manner cues of the target gesture.

(16) a. Articulation t k kk
Tongue tip ➔

Tongue body

b. Acoustic effect - - - - - -silence---------- - - - - - -silence------

In (16a), the boxes represent stop closure gestures which result acoustically in
silence, as represented in (16b). By comparing the left and right sides of the
arrow, we observe that the tongue tip closure gesture is completely reduced
and that the tongue body closure gesture lengthens. The stop closure is acous-
tically silent; thus, there would not be any loss of the stop manner cue, that is,
silence.

In terms of the formal analysis, place assimilation – as opposed to deletion –
occurs under the following ranking: {Preserve constraints for manner cues}�
Weakening � {Preserve constraints for place cues}. This can be seen in
tableau (17). (In the remainder of this paper, candidates in tableaux will include
only phonetic symbols indicating the perceptual consequences of the articula-
tory gestures involved.)
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(17) Occurrence of place assimilation, not deletion

Input = /tk/ Pres(manner) Weak Pres(place)

a. ☞ kk (assimilation) ∗ ∗

b. tk (no change) ∗∗!

c. k (deletion) ∗! ∗ ∗

Let us consider how this analysis can be used to explain the typological results
given above. The crucial principle will be a universal ranking for Preserve
constraints, which is a formal implementation of the hypothesis in (18) (cf.
Kohler 1990, 1991, 1992; Steriade 1993; and Byrd 1994):

(18) Production Hypothesis
Speakers make more effort to preserve the articulation of speech sounds
with relatively more powerful acoustic cues.

According to this hypothesis, speakers exert less effort on articulations that
present inherent acoustic weaknesses. They exert more effort on articulations
with acoustically salient consequences, since the effort will pay off in enhancing
the perceptibility of the segment.

The Production Hypothesis provides a general basis for ranking Preserve
constraints: constraints preserving perceptually more salient segments must be
ranked above those preserving perceptually less salient segments. I propose the
following formalisation of this idea:

(19) Pres(X(Y)): Preserve perceptual cues for X (place or manner of
articulation) of Y (a segmental class).
Universal ranking: Pres(M(N)) � Pres (M(R)),
where N’s perceptual cues for M are stronger than R’s cues for M.

Assuming (19), the following sets of position- or segment-specific Preserve
constraints and their internal rankings can be directly projected from the per-
ceptibility scales proposed in section 2.

(20) Position/segment-specific Preserve constraints and universal rankings
a. Target manner: Pres(pl( [+cont] C)) � Pres(pl( [stop] C)) �

Pres(pl( [nasal] C))

b. Target place: Pres(pl(dorsal¬)) � Pres(pl(labial¬)) �
Pres(pl(coronal¬))
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c. Target position: Pres(pl( V)) � Pres(pl( C))
d. Trigger place: Pres(pl( coronal)) � Pres(pl( noncoronal))

I will now show how the interaction of these ranked faithfulness constraints
and Weakening explains typological patterns of place assimilation discussed
in section 3.

4.1 Target manner

The ranking in (20a) indicates that place cues of continuant consonants must
be preserved in preference to stop place cues, which are, in turn, preserved in
preference to nasal place cues. This ranking mirrors the implicational statements
about manner of articulation of the target consonant, shown in (12a). More
specifically, the ranked constraints in (20a) may produce different assimilation
patterns depending on their ranking relative to Weakening:

(21) Possible language-specific rankings
a. Weakening�Pres(pl( [+cont] C)) � Pres(pl( [stop] C)) �

Pres(pl( [nasal] C))
→ Continuants, stops, and nasals are all targets.

b. Pres(pl( [+cont] C))�Weakening�Pres(pl( [stop] C)) �
Pres(pl( [nasal] C))
→ Stops and nasals are targets but continuants are not.

c. Pres(pl( [+cont] C)) � Pres(pl( [stop] C)) � Weakening �
Pres(pl( [nasal] C))
→ Only nasals are targets.

All attested patterns, discussed in section 3.1, can be derived from the rank-
ings above. For example, (21b) explains patterns in which stops and nasals can
be targeted but continuants cannot, as in English, German, Malay, and Yakut.
Ranking (21c) derives patterns in which only nasals can be targeted, as in
Brussels Flemish, Hindi, Keley-I, Malayalam, and Toba Batak. Moreover, there
are no possible rankings for unattested patterns. For instance, patterns in which
stops, but not nasals, can be targeted, do not exist. Such a pattern would require
that Weakening should outrank Preserve for stops but at the same time be
outranked by the Preserve for nasals. This is impossible according to (20a).
To demonstrate how attested patterns can be analysed by the proposed mech-
anism, let us consider cases in which only nasals are targeted by assimilation.
The following tableaux illustrate an analysis of Malayalam data (taken from
Mohanan 1993).
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(22) a. Nasals are targets: /awan+kaɾaññu/ ➔ [awaŋkaɾaññu] ‘he cried’

Input = /awan+
kaɾaññu/

Pres(pl( [stop] C)) Weak Pres(pl( [nasal] C))

(i) awankaɾaññu ∗∗!

(ii) ☞ awaŋkaɾaññu ∗ ∗

b. Stops are not targets: /ut��kar� am/ –x-> ∗[ukkar� am] ‘progress’

Input = /ut��kar�am/ Pres(pl( [stop] C)) Weak Pres(pl( [nasal] C))

(i) ☞ ut��kar�am ∗∗

(ii) ukkar�am ∗! ∗

(In the above and the remainder of this chapter, only a crucial consonant cluster
is considered in assessing violations of constraints)

In (22a), the fully faithful candidate incurs double violations of Weakening,
since both coronal and dorsal gestures are made. In contrast, candidate (22a.ii),
with place assimilation, incurs a single violation of Weakening, since the
coronal gesture is reduced and so only a single gesture, that is, dorsal, is made.
This candidate also violates the Preserve constraint for place of articulation
of a nasal; that is, it does not preserve the place cues of the coronal nasal, due
to the reduction of the coronal gesture. But since the Preserve constraint is
lower ranked than Weakening, candidate (22a.ii) is the optimal output. Con-
sequently, it is shown that if C1 is a nasal, place assimilation occurs. In (22b),
a candidate displaying place assimilation violates a higher-ranked Preserve
constraint for place of articulation of an oral stop. In contrast, the faithful can-
didate violates only the lower-ranked Weakening, and thus is optimal. Thus,
if C1 is a stop, no assimilation occurs. In conclusion, asymmetric typological
patterns of place assimilation with respect to the manner of the target can be
analysed by the interaction of Weakening and internally ranked Preserve
constraints, as proposed above.

There is an alternative account for some of the typological patterns of place
assimilation analysed in this section. One might argue that the reason why
fricatives, liquids, and glides are rarely targeted in place assimilation is be-
cause the continuants are often limited to the small number of places of ar-
ticulation, not because their place cues are prominent. For instance, if [s] is
the only acceptable fricative in a certain language, /sk/ would not become
/xk/ even if /tk/ became [kk]. This can be analysed by ranking a structure
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preservation constraint ∗x and faithfulness constraints for manner, Pres(mnr),
over Weakening:

(23) No fricative target: /sk/ ➔ [sk] (with no general occurrence of [x])

Input = /sk/ ∗x Pres(mnr) Weak Pres(place)

a. ☞ sk ∗∗

b. xk ∗! ∗ ∗

c. kk ∗! ∗ ∗

Here, the assimilating candidate ∗[xk] is ruled out by undominated ∗x. However,
an analysis that relies on structure preservation constraints to block assimilation
of continuants cannot provide a general account for the asymmetries under
consideration. There are languages in which continuants with a variety of places
of articulation can occur in general but fricative assimilation is still blocked.
For instance, in German, the fricative /s/ cannot yield [x] through assimilation
to velars (e.g. au[sg]eben, ∗au[xg]eben ‘to spend’), even though [x] would be
legal in this position. It seems that only the perception-based approach proposed
in the present study can provide a general account for manner asymmetries in
place assimilation.

4.2 Target place

The ranking in (20b), Pres(pl(dorsal¬)) � Pres(pl(labial¬)) �
Pres(pl(coronal¬)), captures the implicational statements about place of
articulation of the target consonant in (12b), namely, that if velars are
targets of place assimilation, so are labials, and that if labials are targets of
place assimilation, so are coronals. The following shows the interactions of
Weakening and Preserve constraints that are consistent with (20b):

(24) Possible language-specific rankings
a. Weakening � Pres(pl(dor¬)) � Pres(pl(lab¬)) � Pres(pl(cor¬))

→ Coronals and noncoronals are all targets.
b. Pres(pl(dor¬)) � Weakening � Pres(pl(lab¬)) � Pres(pl(cor¬))

→ Labials and coronals are targets but velars are not.
c. Pres(pl(dor¬)) � Pres(pl(lab¬)) � Weakening � Pres(pl(cor¬))

→ Only coronals are targets.

All patterns predicted from the interaction of the relevant constraints are iden-
tical with the typological patterns of place assimilation discussed in section
3.2.
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Consider, for instance, the cases in which only coronals are the target. The
following tableaux are for the English pattern, where (for example) /t/ assimi-
lates to /k/ but /p/ does not.

(25) a. Coronals are targets: /let kɔl/ ➔ [lek kɔl] ‘late call’

Input = /let kɔl/ Pres(pl(lab¬)) Weak Pres(pl(cor¬))

(i) let kɔl ∗∗!

(ii) ☞ lek kɔl ∗ ∗

b. Noncoronals are not targets: /lip kwikli/ -x-> [lik kwikli] ‘leap quickly’

Input = /lip kwikli/ Pres(pl(lab¬)) Weak Pres(pl(cor¬))

(i) ☞ lip kwikli ∗∗

(ii) lik kwikli ∗! ∗

Here, Weakening is ranked between Pres(pl(lab¬)) and Pres(pl(cor¬)). Thus a
coronal gesture must be reduced to obey Weakening, sacrificing lower-ranked
Pres(pl(cor¬)) (25a). In contrast, a labial gesture must be maintained to obey
the dominant Pres(pl(lab¬)), sacrificing Weakening (25b). Similar rankings,
not given here, derive the other possible patterns in analogous ways. There are
no possible rankings for unattested patterns: for example, only labials as the
target. In order for labials but not coronals to be the target of place assimilation,
Weakening must outrank Pres(pl(lab¬)) and at the same time be outranked by
Pres(pl(cor¬)). This is impossible according to the proposed universal ranking
in (20b).

4.3 Target position

Here the crucial ranking is the one given in (20c): Pres(pl( V)) �
Pres(pl( C)). Placing Weakening in the relevant locations for this ranking,
we obtain the following:

(26) Possible language-specific rankings
a. Pres(pl( V)) � Weakening � Pres(pl( C))

➔ Only C1 is the target.
b. Weakening � Pres(pl( V)) � Pres(pl( C))

➔ Both C1 and C2 are the target.

The following tableau illustrates regressive assimilation in Yakut.
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(27) Yakut: /at+ka/ ➔ [akka], ∗[atta] ‘to a horse’ (Krueger 1962)

Input = /at+ka / Pres(pl( V)) Weak Pres(pl( C))

a. atka (no change) ∗∗!

b. ☞ akka (regressive) ∗ ∗

c. atta (progressive) ∗! ∗

Cases of progressive assimilation in suffixes were discussed in section 3.3.
To account for these, I adopt the view (e.g. McCarthy and Prince 1995) that
faithfulness constraints for stem material are always ranked above faithfulness
constraints for affixes.

The ranking in (26b) produces cases in which both progressive and regressive
assimilations occur: for instance, in a hypothetical language where only coronals
can be targeted, both /atka/ and /akta/ would become [akka]. I have not yet
discovered any cases of this sort.9

An important aspect of the analysis is that contexts are defined in terms of
neighbouring segments, rather than in terms of prosodic positions such as coda.
As a number of authors have argued (Padgett 1995; Steriade 1999, 2000, 2001;
Côté 2000), syllable or prosodic positions are not appropriate for characteris-
ing typical target positions of place assimilation or indeed of other segmental
phenomena. To give an example from place assimilation, nasals that are pre-
consonantal but in the onset characteristically do assimilate, as in Luganda (e.g.
[lu.ga�.nda]). The same is true for syllabic nasals, as in Kpelle (e.g. [m	 bolu];
forms from Padgett 1995); these presumably occupy the nucleus, not the
coda.

4.4 Trigger place

The ranking in (20d), Pres(pl( coronal)) � Pres(pl( noncoronal)), indicates
that place cues of a consonant must be preserved before coronals in preference to
before noncoronals. The possible rankings of Weakening within this hierarchy
derive the observed typology:

(28) Possible language-specific rankings
a. Pres(pl( cor)) � Weakening � Pres(pl( noncor))

→ Only noncoronals are the trigger.
b. Weakening � Pres(pl( cor)) � Pres(pl( noncor))

→ Both coronals and noncoronals are the trigger.

Ranking (28a) is attested in Latin and Korean; here is a Korean example:
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(29) a. Noncoronals are triggers.

Input = /ip+ko/ Pres(pl( cor)) Weak Pres(pl( noncor))

(i) ipko ∗∗!

(ii) ☞ ikko ∗ ∗

b. Coronals are not triggers.

Input = /ip+tolok/ Pres(pl( cor)) Weak Pres(pl( noncor))

(i) ☞ iptolok ∗∗

(ii) ittolok ∗! ∗

Because the ranking Pres(pl( noncor)) � Pres(pl( cor)) is disallowed, there
is no ranking that permits assimilation to coronals only.

5 Gradient assimilation

Patterns of place assimilation fall into two major types, categorical and gradi-
ent. In categorical assimilation, loss of a target gesture is always complete. An
example is found in the English prefix in-, in such morphophonemic alterna-
tions as i[n]+ept vs i[m]+possible. Categorical alternation is characteristically
insensitive to speech rate and style.

In gradient assimilation, a residual gesture corresponding to C1 appears on
the surface. Such remnants of the target gesture have been observed in German
(Kohler 1976), English (Barry 1985; Browman and Goldstein 1990; Nolan
1992; and Byrd 1994), and Korean (Jun 1996b). Gradient assimilation is char-
acteristically sensitive to rate and style.

A complete analysis of assimilation must provide a way of treating the
gradient/nongradient distinction. In the account proposed here, all gestural
reduction comes from the high ranking of Weakening, which requires the
conservation of articulatory effort. An output that displays no target ges-
ture at all will best satisfy this constraint. To analyse gradient assimilation,
we need to establish what prevents the reduction from going all the way to
zero.

I claim that partial reduction is the result of an attempt to preserve small
remnants of the perceptual cues for the original segment. Specifically, I
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propose that the Preserve(place) is a constraint family that can be decomposed
into constraints distinguished by the amount of place-of-articulation informa-
tion, that is, Preserven(place) = ‘Preserve at least n per cent of the perceptual
cues for place of articulation’, where 1 ≤ n ≤ 100. Preserve100(place) re-
quires maximum preservation of the perceptual cues for place; thus, when this
constraint is undominated, a complete closure gesture is produced. In contrast,
Preserve1(place) . . . Preserve99(place) require preservation of lesser degrees
of perceptual cues; thus the dominance of any of these constraints guarantees
the production of some kind of partially reduced closure. To implement the idea
that at least some of the perceptual information may need to be preserved when
the maximum preservation is not possible, the following internal ranking is pro-
posed: Preserve1(place) � . . . Preserve50(place) . . . � Preserve100(place)
(cf. Hayes 1995; Boersma 1998).

Weakening likewise can be decomposed into continuous constraints distin-
guished by the amount of effort cost, that is, Weakeningm = ‘Do not produce an
articulatory gesture whose effort cost is at least m’ (cf. Kirchner 1998, this vol-
ume). Following Kirchner’s assumption that ‘the impetus to lenite more effort-
ful gestures is stronger than the impetus to lenite easier gestures’, the universal
ranking of the decomposed constraints must be the following: Weakening1x �
. . . Weakening0.5x . . . � Weakening0.1x where 1x is the effort cost
required for the production of a complete closure gesture (cf. Boersma
1998).

To show how various reduction patterns of the target segment follow from
the interaction of the proposed decomposed constraints, consider ten ranked
constraints selected from each of the Preserve and Weakening families:
{Pres10(place), Pres20(place) . . . Pres100(place)} and {Weak1x, Weak0.9x . . .
Weak0.1x}. I assume that the Preserve and Weakening constraints conflict
in such a way that Weak1x ↔ Pres100(place), Weak0.9x ↔ Pres90(place) . . .
Weak0.1x ↔ Pres10(place) (where ↔ indicates ‘conflict with’). For instance,
Weak1x prohibits the occurrence of a complete closure gesture, which would
provide 100 per cent of perceptual cues for place; whereas Pres100(place) re-
quires the maximum preservation of perceptual cues, which can be achieved
only by making a complete closure. Then there is no way to satisfy the two
constraints at the same time.

I assume further that as the speech becomes faster and more informal, the
ranking of the Weakening constraints relative to the Preserve constraints
increases; whereas as the speech becomes slower and more formal, the ranking
of Preserve constraints increases.

The table in (30) shows how the interaction of these constraints produce
different reduction forms of the target segment in place assimilation depending
on the speech style and speed.



Gradient assimilation 81

(30) Ranking variation and reduction patterns

speech
speed/style

� slow & formal informal & fast

�

P10 P10 P10 W1x W1x

P20 P20 P20 W0.9x W0.9x

. . . . . . . . . W0.8x W0.8x

P70 P70 P70 W0.7x W0.7x

P80 P80 W1x . . . . . .

Constraint P90 P90 P80 W0.2x W0.2x

Ranking P100 W1x W0.9x . . . P10 W0.1x

W1x P100 P90 W0.1x P10

W0.9x W0.9x W0.8x P20 P20

W0.8x W0.8x P100 . . . . . .

W0.7x W0.7x W0.7x P70 P70

. . . . . . . . . P80 P80

W0.2x W0.2x W0.2x P90 P90

W0.1x W0.1x W0.1x P100 P100

reduction
degree

0 10 20 . . . 90 100

(Pn = Preserven(place), Wm = Weakeningm; crucial parts are shaded)

In the table in (30), each column represents the ranking of Weakening and Pre-
serve constraints for a given speech style/speed: the higher in the column, the
higher the ranking. In the first column, which describes the most formal/slowest
speech, all Preserve constraints outrank all Weakening constraints, prevent-
ing even a small amount of reduction. In the second column, for slightly more
informal/faster speech, W1x outranks P100, thus preventing the occurrence of
a full closure gesture. However, since P90 still outranks its conflicting partner
W0.9x, the reduction must not be so drastic that more than 10 per cent of percep-
tual cues would be lost. As a result, an optimal output form will show at most
10 per cent reduction of the target gesture. As the speech rate/style becomes
faster and more informal, the ranking of the Weakening constraints relative
to Preserve constraints becomes higher, thus increasing the degree of reduc-
tion in the output. In the last column, for the most informal/fastest speech, all
Weakening constraints outrank all Preserve constraints, thus producing zero
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closure. Consequently, in addition to forms with full and completely reduced
closures, the proposed mechanism may produce various semi-reduced forms,
which can be observed in gradient assimilation.

In summary, the proposed analysis incorporates gradient assimilation by
expanding the Preserve and Weakening constraint families to cover multi-
ple, quantitative values. Categorical assimilation results when the families are
completely non-overlapped in the ranking, with all Weakening constraints
dominating all Preserve constraints.

6 Conclusion

The two most crucial aspects of the present study of place assimilation are as
follows. First, the analysis can deal with both language-specific and universal
patterns. This is made possible by the use of Optimality Theory: language-
specific assimilation patterns result from language-specific constraint rankings,
while the scope of cross-linguistic variability is limited by universal rankings.
Second, I have appealed to phonetic research to give the analysis a non-arbitrary
basis: the proposed constraints and their universal rankings are determined by
principles and properties that are supported empirically by research in speech
perception and production.
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Notes
∗ This paper has greatly benefited from the advice and comments of Bruce Hayes and

Donca Steriade. I am also grateful to Robert Kirchner and Jie Zhang for their helpful
comments.

1. See Jun 1995 for the discussion of the typological data and their original sources.
2. In Catalan, among continuants, only /l/ may assimilate in place to a following palatal

or velar but it cannot to a following labial (Mascaró 1978). This limited case is not
specified in (8) for simplicity’s sake.

3. The assimilation of labials in the relevant dialects is a well-established diachronic fact;
however, because of the lack of labial-final stems (Bobaljik 1996: 323), it is harder to
show synchronically. Preconsonantal labials are phonologically illegal except before
another labial, a gap that could easily be accounted for by assuming assimilation.

4. Broad phonetic transcriptions are employed for these examples. For instance, actual
phonetic forms are subject to the regular process of post-obstruent fortition, whereby
lenis obstruents become fortis after an obstruent (Kim-Renaud 1986).

5. See section 5 below for gradient assimilation, in which the loss can be partial.
6. Kirchner (1998, this volume) and Boersma (1998) adopt the same type of constraint.
7. In assessing violations of the Weakening, short and long gestures are not differen-

tiated.
8. For the analysis shown in (15), a perceptual definition of faithfulness provided in (14)

does not seem to be necessary; a conventional articulatory definition will be sufficient.
However, in section 5, the role of the perceptual faithfulness will be evident in the
analysis of gradient place assimilation.

9. If the gap is genuine, it cannot be explained by a universal ranking Preserve(pl( V))
� Weakening, since this ranking would exclude all cases of progressive assimilation
in suffixes (section 3.3).



4 The typology of rounding harmony

Abigail R. Kaun

1 Rounding harmony typology

Rounding harmony is a phonological process whereby certain vowels surface
as rounded under the influence of a neighbouring rounded vowel. What is strik-
ing about rounding harmony is the fact that the simplest possible statement –
‘a vowel must be rounded when preceded by/followed by a rounded vowel’ –
fails to characterise the great majority of rounding harmony systems. In most
cases, conditions referring to tongue body position (height and/or backness)
are imposed on either the triggering element, the target, or both. I argue that
this interaction among vowel features renders traditional rule-based accounts of
the typological patterns nonexplanatory. Within a constraint-based framework
such as Optimality Theory (Prince and Smolensky 1993), however, the inter-
action of rounding with these other phonological dimensions can be modelled
in a straightforward manner that allows for the characterisation of all attested
rounding harmony patterns, while making falsifiable predictions regarding the
logically possible but cross-linguistically unattested patterns. Central to my
analysis is the claim that phonological systems are organised around princi-
ples of articulation and perception. These principles are encoded in the formal
grammar as Optimality-Theoretic constraints.

The goals of the chapter are as follows: (1) to exemplify the range of attested
rounding harmony patterns, (2) to identify the perceptual and articulatory prin-
ciples that give rise to these patterns, and (3) to propose a formal model to
characterise the role of these principles in grammar. In the final section, I out-
line the results of a recent experiment involving loanwords in Turkish. The
experimental results indicate that the model of rounding harmony developed
here, while motivated by evidence from typology, is also an appropriate model
of individual grammars.

For data, I rely on a number of earlier typological studies of rounding har-
mony (Bogoroditskij 1953; Korn 1969; Kaun 1994, 1995), as well as sources
describing rounding harmony in Mongolian (Svantesson 1985), Tungusic (es-
pecially Li 1996), and a variety of non-Altaic languages. In total, thirty-three
languages were surveyed.
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Table 4.1. Height-conditioned typology

Same-height harmony Cross-height harmony
Sample language,

Type high target nonhigh target high target nonhigh target number of languages

1 ✓ ✓ ✓ ✓ Kirgiz, 2
2 ✓ ✓ Yokuts, 1
3 ✓ Hixkaryana, 3
4 ✓ Khalkha Mongolian, 8
5 ✓ ✓ Nawuri, 7
6 ✓ ✓ ✓ Yakut, 2

What all of these languages have in common is that rounding harmony is
nearly always constrained so as to apply only when certain conditions are met:
conditions that refer to phonological dimensions other than lip rounding.

1.1 Rounding harmony and height

Both vowel height and backness play a role in rounding harmony. I will begin
by addressing harmony systems in which it is only the height of the trigger
and/or target that determines whether harmony will apply. Table 4.1 gives the
typology of height-sensitive systems. For each type, a representative language
is listed, followed by the number of languages in the sample instantiating that
particular pattern. A check mark indicates that rounding harmony is observed in
the relevant configuration. In ‘same-height’ harmony the trigger and target agree
in height, whereas in ‘cross-height’ harmony the trigger and target disagree in
height.

In the Type 1 system, rounding harmony is triggered by any rounded vowel
and targets any vowel. In the majority of attested rounding harmony systems,
however, harmony is constrained by vowel height. Same-height harmony is
more frequently observed than cross-height harmony (nine types vs four), and
where cross-height harmony arises, it typically involves a nonhigh trigger and a
high target, that is, oCu/öCü sequences rather than uCo/üCö sequences, where
the first vowel represents the trigger. From this, we may conclude that the effects
of height on rounding harmony are limited to the adoption (within particular
languages) of one or more of the following principles:

(1) i. The trigger must be nonhigh.
ii. The target must be high.

iii. The trigger and target must agree in height.

In the Yokuts type (Type 2), rounding harmony occurs as long as condition
(iii) is met, that is, as long as the trigger and target agree in height. In the Type 3
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languages (Hixkaryana, Kachin Khakass, and Tsou), both conditions (ii) and
(iii) must be met in order for harmony to apply; hence only high vowels trigger
harmony, and only high vowels undergo it. Type 4, widely observed in the
Mongolian and Tungusic languages families, requires both (i) and (iii), so that
harmony is observed only among nonhigh vowels. Harmony in Type 5 applies
as long as (ii) is met. Finally, harmony applies in the Type 6 system as long
as either (ii) or (iii) is met, so that the only configuration where harmony is
blocked is where the trigger is high and the target is nonhigh, ruling out the
widely dispreferred uCo/üCö sequences.

Let us examine data from two of these types by way of illustration. The most
general pattern, that which imposes none of the height restrictions from (3), is
Type 1. The dialect of Kirgiz reported in Comrie (1981) instantiates this system.
Kirgiz has a fully symmetrical vowel inventory of sixteen vowels, classified as
front/back, rounded/nonrounded, high/nonhigh, and long/short; thus /i, i�, ü, ü�,
�, ��, u, u�, e, e�, ö, ö�, a, a� o, o�/. The quality of vowels in noninitial syllables is
to a large extent predictable on the basis of the quality of the vowel occurring
in the first syllable: vowels agree with the vowel of the initial syllable in both
backness and rounding. The effects of backness harmony and rounding harmony
are most readily apparent in suffixal vowel alternations, although the vowels of
native polysyllabic roots display the same distributional patterns.

Let us consider first the ordinative suffix, which has the surface variants
{-(i)ntʃi, -(ı)ntʃı, -(u)ntʃu, -(ü)ntʃü}. The vowels of this suffix are in all in-
stances high; however, their rounding and backness is variable. When the root
contains front unrounded vowels the alternant -(i)ntʃi surfaces. Following back
unrounded vowels the suffix contains back unrounded vowels and the alternant -
(ı)ntʃı surfaces: thus bir ‘one’, bir-intʃi ‘one-ord.’; beʃ ∼ beʃ-intʃi ‘five’; altı ∼
alt�-ntʃı ‘six’; �ıjırmı ∼ �ıjırmı-ntʃı ‘twenty’. The vowels of this suffix are
rounded following roots containing rounded vowels, as in the following ex-
amples: ütʃ ∼ ütʃ-üntʃü ‘three’, tört ∼ tört-üntʃü ‘four’, toguz ∼ toguz-untʃu
‘nine’, on ∼ on-untʃu ‘ten’.

To demonstrate the effects of backness and rounding harmony in nonhigh
vowels, consider the ablative suffix, which has the surface variants {-t/den,
-t/dan, -t/dön, -t/don}. The nonhigh vowel of this suffix also agrees in both
backness and rounding with the vowels of the root. (Additionally, consonants
agree in voicing with a preceding consonant): iʃ ‘work’ ∼ iʃ-ten ‘work-ABL’,
et ∼ et-ten ‘meat’, �ıl ∼ �ıl-dan ‘year’, alma ∼ alma-dan ‘apple’, üj ∼ üj-
dön ‘house’, köl ∼ köl-dön ‘lake’, tuz ∼ tuz-don ‘salt’, tokoj ∼ tokoj-don
‘forest’. This effect is pervasive across sequences of suffixes, as illustrated in
polymorphemic words such as köz-ün-dö ‘eye-poss.-loc.’

This pattern, while simple and symmetric, is in fact very unusual. More
typical is the familiar pattern instantiated in Turkish (Type 5), where vowel
height plays a role in determining the application of harmony. The vowels of
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Table 4.2. Backness-sensitive typology (partial)

Back trigger

Same-height Cross-height Sample language,
Front number of

Type trigger high target nonhigh target high target nonhigh target languages

7 ✓ ✓ ✓ ✓ Altai, 2
8 ✓ ✓ ✓ Karakalpak, 3
9 ✓ ✓ Kyzyl Khakass, 1

Turkish, like those of Kirgiz, contrast for frontness, rounding and height: /i,
ü, �, u, e, ö, a, o/. Also like Kirgiz, suffix vowels undergo both backness and
rounding harmony. While backness harmony functions entirely independently
of vowel height, height plays a role in rounding harmony. High suffixes, such
as the first singular possessive, undergoes rounding harmony, as in ip ‘rope’,
ip-im ‘rope-1.sg.poss.’, süt ∼ süt-üm ‘milk’, ev ∼ ev-im ‘house, tʃöp ∼ tʃöp-üm
‘garbage’, kız ∼ kız-ım ‘girl’, buz ∼ buz-um ‘ice’, at ∼ at-ım ‘horse’, gol ∼
gol-um ‘(football) goal’.

Nonhigh vowel suffixes, such as the dative suffix, do not undergo rounding
harmony: ip ‘rope’ ∼ ip-e ‘rope-dat.’, süt ∼ süt-e (*süt-ö) ‘milk-’, ev ∼ ev-e
‘house’, tʃöp ‘garbage’ ∼ tʃöp-e (*tʃöp-ö) ‘garbage’, kız ∼ kız-a ‘girl’, buz ∼
buz-a (*buz-o) ‘ice’, at ∼ at-a ‘horse’, gol ∼ gol-a (*gol-o) ‘(football) goal’.

Data from languages exhibiting the remaining height-sensitive types are pre-
sented in Kaun 1995.

1.2 Rounding harmony and backness

In addition to vowel height, backness also emerges as a conditioning factor in
the typology of rounding harmony. In a number of Turkic languages, height
conditions of the sort just described are imposed when the trigger is a back
vowel, but are suspended when the trigger is front, thus yielding across-the-
board harmony among front vowels. Adding these cases to our typology yields
three additional types, given in table 4.2. Check marks in the first column
indicate that when the trigger is a front vowel, no height restrictions are imposed.
Each of these types can be thought of as a version of one of the height-sensitive
types from table 4.1. For example, Type 7 can be thought of as a variant of Type 6
with the stipulation that all height conditions are suspended when the trigger is
front. Similarly, Type 8 is a variant of Type 2, in which harmony triggered by
back vowels may only target high vowels. Type 9 can be thought of as a variant
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Table 4.3. Backness-sensitive typology (continued): back targets preferred

Back trigger

Same-height Cross-height Sample language,
Front number of

Type trigger high target nonhigh target high target nonhigh target languages

10 (*) ✓ ✓ ✓ Sibe (roots), 1
11 (*) ✓ ✓ Sibe (affixes), 1
12 (*) ✓ Shuluun Höh, 1

of Type 3 in that the operative height constraints are the requirement that the
trigger and target agree in height, and that the target must be high.

In Shuluun Höh (Svantesson 1985), like other Mongolian languages, round-
ing harmony is observed as long as the trigger and target agree in height and
the trigger is nonhigh. Shuluun Höh imposes the additional requirement that
the target of harmony must be [+back]. Rounding harmony in Sibe, a Tungu-
sic language of China (Li 1996), imposes this condition as well, and will be
discussed in greater detail in section 3. Shuluun Höh and Sibe provide three
additional types (Sibe itself exhibiting two: one within roots and one across
morpheme boundaries).

Through extensive fieldwork on Turkic languages in Siberia, Harrison (2001)
has uncovered several rounding harmony systems that appear to be in transition.
In Tofà, the trigger of rounding harmony must be a front vowel, and the target
must be high. Some speakers exhibit harmony consistently, others sporadically,
and still others not at all. The same type of variability is evidenced in Tuha, where
the target of rounding harmony is always high, and harmony is consistently
applied when the trigger and target agree in height, yielding uCu and üCü
sequences. When the trigger and target are distinct in height, harmony is applied
only variably. Thus in Tuha, one hears harmonic oCu/öCü sequences as well as
nonharmonic oCı/öCi sequences. In Altai Tuvan, rounding harmony may occur
in any trigger/target pair, but is apparently obligatory only when the trigger is
the nonhigh front vowel [ö].

I will treat Altai Tuvan as essentially an exemplar of Type 1, in which har-
mony applies without regard to the backness or height of the trigger and target,
though taking note of this case as an additional instantiation of the preference for
nonhigh and front triggers, as it is only the nonhigh front vowel [ö] that obliga-
torily triggers harmony. Tuha can be thought of as an exemplar of Type 5,
exemplified most familiarly in Standard Turkish; however, this language
provides an additional case in which same-height harmony is preferred over
cross-height harmony. Tofà constitutes a new type (labelled Type 13 in
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Table 4.4. Backness-sensitive typology (completed)

Front trigger

Same-height Cross-height Sample language,
Back number of

Type trigger high target nonhigh target high target nonhigh target languages

13 ✓ ✓ Tofà, 1

table 4.4), in which only front vowels trigger harmony and only high vow-
els are available as rounding harmony targets:

1.3 Summary

To summarise, all of the observed types can be characterised by means of the
five height and backness conditions given in (2):

(2) Conditions favouring rounding harmony
i. The trigger is nonhigh.

ii. The trigger is front.
iii. The target is high.
iv. The target is back.
v. The trigger and target agree in height.

From this list we should take note of the fact that the preferred rounding harmony
targets, namely the high vowels and the back vowels, are the typologically dis-
preferred rounding harmony triggers. I will show that this semi-complementary
distribution is not an accident.

In the remainder of this chapter, I discuss the phonetic underpinnings of this
typology and present a formal account that incorporates these general pho-
netic principles as its foundation. Section 2 lays out the phonetic properties of
rounded vowels, the key observation being that when lip rounding is combined
with diverse tongue shapes, its articulatory, acoustic, and perceptual manifes-
tations are nonuniform. In this section, I also propose that vowel harmony is
perceptually driven and that perceptual differences associated with vowels of
differing tongue shapes are the source of the observed trigger/target asymme-
tries. In section 3, I posit Optimality-Theoretic constraints to account for the
typology and demonstrate that the proposed analysis provides a good fit with
typological data. In the final section, I describe the results of an experiment on
harmony in loanwords in Turkish, and suggest that those experimental results
provide support for the analysis not only as a metagrammar for the typology as
a whole, but also as a model of individual grammars.
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2 Phonetic underpinnings of the rounding harmony typology

We turn now to the question of phonetic grounding. The crucial questions are:
Why should nonhigh vowels be preferred as triggers, and high vowels as targets?
Why is harmony preferred when the trigger and target agree in height? And,
more generally, why is rounding harmony sensitive to vowel features other
than rounding, namely to height and backness? In seeking an answer to these
questions, I will first discuss the articulatory, acoustic, and perceptual properties
of rounded vowels.

2.1 Articulation

Linker (1982) studied labial activity in vowels for five genetically diverse lan-
guages: English, Cantonese, Finnish, French, and Swedish, with the goal of
identifying the linguistically significant parameters of lip position. With the
exception of English, both back and front rounded vowels are present in the
inventories of all of the languages studied, and all of the languages exhibit both
high and nonhigh rounded vowels. Thus, the data set allowed for the comparison
of labial activity in back versus front rounded vowels, as well as a comparison
of labial activity in high versus nonhigh rounded vowels.

Linker’s study included measurements of twenty-four distinct dimensions
taken from still photographs of the side and front view of the mouth.1 Using the
factor analysis algorithm PARAFAC (Harshman 1970; Harshman, Ladefoged,
and Goldstein 1977; Harshman and Berenbaum 1980), Linker identified the
articulatory dimensions of lip position that appear to be relevant for distinguish-
ing vowels within each of the languages studied. These dimensions involved
horizontal opening, vertical opening, and lip protrusion, or some combination
thereof. Additionally, using CANON (Goldstein n.d.), Linker isolated a set of
canonical factors of lip position relevant to all of the languages studied.

Her results yielded two articulatory factors associated with lip rounding: one
based largely on horizontal opening, and the second based on vertical opening
and lip protrusion. While all of the rounded vowels that were studied clustered
on the higher end of both scales relative to the unrounded vowels, there were
systematic differences of degree among the rounded vowels themselves. For
all languages studied, the high rounded vowels fell on the higher end of the
scales relative to their nonhigh counterparts, thus the high vowels were in a
sense ‘more rounded’ than the nonhigh vowels. The back vowels tended to fall
on the higher end of the scales relative to their front counterparts, the notable
exceptions being the nonhigh vowels of Cantonese and French. In those cases,
the front [ö]-type vowel was slightly more protruded than the back [o]-type
vowel. Aside from this exception, Linker’s results indicate that the magnitude
of lip rounding is relatively greater for high vowels than for nonhigh vowels
and, though with less uniformity, for back vowels than for front vowels.



94 The typology of rounding harmony

2.2 Acoustics

This generalisation is consistent with the acoustic patterning associated
with rounded vowels. Stevens (1998: 294) makes the following observation:
‘[]increased prominence of the principal spectral peak, together with a lowered
centre of gravity of the peak, can be considered as primary acoustic correlates of
the rounding feature’. When rounded vowels are compared in terms of both of
these acoustic properties, it is evident that the acoustic consequences of adding
lip rounding to back vowels is greater than that achieved by adding lip rounding
to front vowels. It is also evident that lip rounding has more dramatic acoustic
consequences for high vowels than for mid vowels (see Stevens’ figure 6.22
(1998: 293)).

2.3 Perception

The difference in lip activity associated with high vowels vs nonhigh vowels
and back vowels vs front vowels (Linker), alongside the observed acoustic
differences (Stevens), apparently gives rise to perceptual differences among
rounded vowels as well. Terbeek (1977) presents an investigation of perceptual
distances in the vowel space. In his study, Terbeek examined the perceptual
distance among ten monophthongs {i, ü, e, ö, �, u, a, o, æ, ə�} with the goal
of identifying the perceptual attributes according to which listeners perceive
differences among vowels.

Speakers of English, German, Thai, Turkish, and Swedish served as subjects.
For each of these subjects, some but not all of the monophthongs were similar
to vowels occurring in the listener’s native language. The data consisted of tri-
adic comparisons of the test vowels in the context [bəb ] and the task was to
determine which of the three stimuli sounded the most distinct from the others.
From the responses collected, dissimilarity matrices were constructed, which
then were submitted to a PARAFAC factor analysis algorithm (Harshman 1970;
Harshman, Ladefoged, and Goldstein 1977; Harshman and Berenbaum 1980).
Terbeek’s PARAFAC analysis yielded a six-dimensional solution, indicating
that six factors are relevant to the identification of vowels within a multidimen-
sional space. These six dimensions correlate more or less with the standard
phonological oppositions shown in (3):

(3) Dimensions of vowel identification (Terbeek 1977)
Dimension 1: back vs nonback (1)
Dimension 2: back vs nonback (2)2

Dimension 3: low vs nonlow
Dimension 4: high vs nonhigh
Dimension 5: round vs nonround
Dimension 6: peripheral vs central
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The results of Terbeek’s investigation indicate that along the round vs nonround
continuum, the rounded vowels are arranged as shown schematically in (4):

(4) The round vs nonround continuum (Terbeek 1977)

 u o  
 

ü ö

This arrangement indicates that nonhigh vowels and front vowels are perceived
as relatively less rounded: the high vowels lie on the higher end of the scale
relative to the nonhigh vowels, and the back vowels lie on the higher end of the
scale relative to the front vowels.

2.4 Explaining the trigger/target asymmetries

We have seen from Linker’s and Terbeek’s studies, as well as Stevens’ discussion
of the tongue shape-dependent acoustic consequences of lip rounding, that the
manifestations of lip rounding are not the same for all rounded vowels. I will
argue that these phonetic differences amongst rounded vowels gives rise to the
differences exhibited in their phonological patterning.

2.5 What makes a good trigger?

From the preceding discussion, it appears that those vowels for which the addi-
tion of lip rounding induces a relatively weak acoustic effect are the typologi-
cally preferred triggers of harmony, whereas those for which the acoustic effect
of lip rounding is relatively dramatic are the typologically preferred rounding
harmony targets. This can be understood under the assumption that vowel har-
mony is essentially a perceptually driven phenomenon, an approach first put
forth by Suomi (1983). Suomi proposes that harmony is best regarded as a
means by which to enhance the probability that a given contrast or set of con-
trasts will be accurately perceived by the hearer. The key idea is that harmony
gives rise to an extension of the temporal span associated with some perceptu-
ally vulnerable quality, represented below as [±F]. By increasing the listener’s
exposure to the quality in question, harmony increases the probability that the
listener will accurately identify that quality. Suppose that two competing rep-
resentations for a given string are available, those given in (5a) and (5b):

(5) a. C  V  C  V  C  V b. C  V  C  V  C  V

   [±F]   [±F]  [±F]     [±F] 

The decision to prefer (b) over (a) has the positive consequence that it provides
the listener with increased exposure to the feature value in question. Harmony
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gives rise to the perceptual enhancement of the [±F] contrast by extending its
duration, although it does so at the cost of reducing the number of possible
words in the language.

The harmonic structure in (b) has an additional advantage over the structure
in (a). Suppose the listener knows that a given feature is harmonic and thus that
over some span the value of that feature will remain constant. Over that span,
then, the value of [F] must be identified only once. If the identification is made
early on in the string, the acoustic dimension associated with the harmonic
feature need no longer be attended to, and attention may be focused on other
aspects of the acoustic signal. If only a tentative identification of the harmonic
feature value is made early on, additional input is available in the remainder of
the string for verification. Finally, if the acoustic cues of the feature in question
are somehow obscured in the early portion of the string, the feature value is
still potentially recoverable from information carried in the latter portion of the
string.

There is a second way in which harmony could be argued to facilitate the
correct identification of the triggering vowel. It is well known that vowels exert a
coarticulatory effect on neighbouring vowels. Both anticipatory and carry-over
coarticulatory effects have been documented for languages such as English
(Bell-Berti and Harris 1976), Russian (Purcell 1979), and Catalan (Recasens
1984). In a given ViCVj utterance, the articulation of Vi will typically affect
that of Vj, and vice versa. It seems reasonable to assume that in VCV utterances
in which the vowels are identical or similar, coarticulatory effects will be either
nonexistent or fairly minor. If the goal is to maximise the perceptibility of a
given vowel, then by insisting that vowels in neighbouring syllables be identical
or similar to that vowel, the effects of coarticulation will be eliminated or at
least reduced.

Under a perceptual approach to harmony, we would expect that the percep-
tual advantage of having harmony would be greater when the contrastive value
is particularly vulnerable to misidentification. This perceptual motivation un-
derlies the observed trigger preferences. Due to the relative phonetic weakness
of rounding in front and nonhigh rounded vowels, harmony triggered by these
vowels creates a greater perceptual advantage than harmony triggered by their
phonetically more stable high and back counterparts.

To summarise, then, the proposal is that vowel harmony is a perceptually
driven phenomenon that serves to prolong the duration of a given feature or
quality. As such, its utility is greater when the prolonged quality is one that
is particularly at risk for misidentification. Rounding harmony triggered by
nonhigh vowels and front vowels (i.e. ‘bad’ rounded vowels) will thus perform
a more critical function than harmony triggered by the perceptually more stable
high and back rounded vowels (i.e. the ‘good’ rounded vowels). Similarly,
as I will discuss below in section 2.8, the utility of harmony initiated by a
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prosodically short trigger will be greater than that of harmony triggered by a
prosodically long trigger.

2.6 What makes a good target?

Rounding harmony is frequently blocked when its application would give rise
either to a nonhigh rounded vowel or to a front rounded vowel. One might
attribute this pattern to the relative markedness of these vowels, as formalised
in Chomsky and Halle’s marking convention #XI (1968: 405), and later in
Archangeli and Pulleyblank’s theory of Grounded Phonology (1994: 78). Un-
der a markedness analysis, the claim would be something to the effect that
rounding harmony rules are less highly valued when they generate marked fea-
ture combinations. Such an approach relies on the proposition that markedness
is a property of individual segments, a view that is challenged by Flemming
(1995, this volume), who claims that markedness should be understood as a
property of contrasts, not segments.3 He argues, for instance, that the relative
rarity of front rounded vowels and back unrounded vowels within vowel in-
ventories is not due to their inherent markedness. Rather, it is ‘the contrast
between front rounded and back vowels that is marked because it is less distinct
than a contrast between a front unrounded vowel and a back vowel’ (Flemming
1995: 26).

Under Flemming’s view, there is indeed a connection between markedness
and the likelihood that a particular feature will be harmonic within a given
language (e.g. rounding in languages in which rounding and backness are in-
dependently contrastive, nasality in languages with nasal and oral vowels, and
ATR/RTR). Rather than attributing the typological preference for unmarked
harmony targets to markedness per se, I believe that a more plausible expla-
nation is one based on the role of perceptual influences in the evolution of
rounding harmony systems.

We may assume that when the acoustic consequences of adding rounding to
a given tongue shape are strongest, rounding will be most reliably recovered
by listeners. Those vowels that are less reliably perceived as rounded might be
interpreted as not having undergone harmony, despite the speaker’s production
of lip rounding during the articulation of these vowels. Over successive gen-
erations of speakers, the less robust targets may be reinterpreted as nontargets
and a system might emerge in which harmony targets only those vowels whose
roundedness has been most reliably perceived. The claim, then, is that the trig-
ger preferences and the target preferences share a common perceptual origin.
Harmony triggered by perceptually less salient vowels will perform a greater
functional service, and those vowels that are perceptually more salient will be
more likely to be interpreted by listeners as having undergone harmony.
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2.7 Why should triggers and targets agree in height?

I focus now on the avoidance of cross-height harmony, that is the relative
rarity of harmony in configurations where the trigger and target disagree in
height. I propose that this pattern reflects a requirement that a given articulatory
instruction, or autosegment, have a uniform execution mechanism throughout its
span of association. In other words, a single autosegment should be interpreted
phonetically as an instruction to achieve a single target articulatory posture.
Cross-height harmony is thus avoided because the lip rounding gesture is not
equivalent for high and nonhigh rounded vowels: typically, high vowels are
more rounded than nonhigh, and there are also sometimes effects of backness
as well. In this section I will consider some of the phonetic literature that
supports this point.

Goldstein (1991), examining data from Linker (1982), concludes that the
articulatory goal for rounded vowels is contact along the sides of the upper
and lower lips: ‘[w]hat is specified is whether or not the upper and lower lips
touch along their sides’ (Goldstein 1991: 98). This single factor very clearly
separates Linker’s lip-activity measurements for rounded vs unrounded vowels.
Rounded vowels involve side contact of the lips; unrounded vowels do not.
Within the class of rounded vowels, there is a relation between jaw height (and
consequently lip aperture) and amount of side contact:

[w]hen the lips are touching there will be an inherent relation between LA [lip aperture]
and LW [lip width]. As LA decreases (everything else being equal), the length of the lips’
contact region along the sides will increase, and the side-to-side width of the opening
decreases. (Goldstein 1991:100)

A harmony span including vowels mismatched for height would necessar-
ily involve re-adjustments in lip aperture and lip width. The avoidance of
cross-height harmony can thus be construed as the avoidance of this kind of
articulatory readjustments – a principle that I will label Gestural Uniformity.

Note that while there is a clear difference in side contact between high vs
nonhigh rounded vowels, there is no systematic difference in length of side
contact among front vs back rounded vowels (Goldstein p.c.). This may suggest
that a gestural uniformity violation should be assigned to a trigger-target pair
of differing heights, but not to a trigger-target pair disagreeing in backness.
This is consistent with the typological patterns described here, although the
prediction is difficult to test because many rounding harmony languages (the
Turkic languages in particular) also exhibit backness harmony.

A putative phonological constraint that refers to the phonetic realisation of a
phonologically multiply-linked structure can only be accepted if the geometry
of the phonological representation is directly reflected in the phonetic outcome,
as in (6a). This approach would be invalidated if one could show that the actual



Phonetic underpinnings 99

phonology-to-phonetics mapping is one in which the phonetics reconfigures
the phonological output, conferring a rounding target on each vowel as in (6b).

(6) Possible phonology-to-phonetics mappings

a.  C    V    C    V    C    V  ? b.  C     V    C    V    C     V  

                     [round]        [round]     [round]   [round]

Boyce’s (1988) study of coarticulation in English and Turkish provides ex-
perimental evidence that bears on this question. Boyce studied vowel-to-vowel
coarticulation in English and Turkish uC0u utterances. These two languages
were chosen for comparison because there is good reason to believe that seg-
mentally identical sequences may be assigned distinct phonological represen-
tations in these languages. Turkish, as a rounding harmony language, arguably
represents uC0u sequences as containing a single [round] autosegment multi-
ply linked to both vocalic positions. English, which lacks rounding harmony,
would be expected to represent the same sequence with two independent [round]
specifications:

(7) Hypothesised phonological representation of uC0u sequences for English
and Turkish

a. English b. Turkish

u   C0   u u   C0   u

      [round]  [round]               [round]

The question investigated by Boyce was whether the distinct phonological rep-
resentations shown in (7) correspond to distinct articulatory patterns.

The English articulatory pattern, based upon measurements of lip activity
and position, yielded a ‘trough’-like pattern, shown schematically in (8). The
tracing represents lip protrusion (especially of the lower lip):

(8) English ‘trough’ pattern

  u                C0               u

As indicated, the lips attained a position of protrusion in the articulation of
the first rounded vowel, then receded during the articulation of the consonantal
sequence, then once again attained a position of protrusion for the second
rounded vowel.
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The Turkish articulatory pattern was qualitatively different. The results ob-
tained by Boyce showed a ‘plateau’-like pattern in the articulation of uC0u
sequences by Turkish speakers. This is shown schematically in (9):

(9) Turkish ‘Plateau’ pattern

u                         C0               u

In the Turkish articulation, as shown, the lips attained a position of protru-
sion during the articulation of the first rounded vowel and remained protruded
throughout the utterance.

These experimental findings suggest that whereas the English speakers ex-
ecuted two lip rounding movements, the Turkish speakers executed only one,
indicating that the distinct phonological representations appropriate for English
and Turkish give rise to distinct phonetic behaviour. If the Turkish pattern is
representative of harmony languages in general, then we have reason to reject
the remapping in (6b) and conclude that a single [round] autosegment in the
phonology corresponds to a single lip rounding gesture in the phonetics. Ges-
tural uniformity regulates the production of such multiply linked structures,
dictating that the execution of a single autosegment or articulatory instruction
should be achievable by the assumption of a uniform articulatory posture.

2.8 Length-based trigger asymmetries

If the tendency of front and low vowels to trigger harmony has a perceptual
origin, then we would expect other factors that impede perception of vowel
quality likewise to be involved in the typology of harmony triggers. One such
factor, discussed inter alia by Crosswhite (this volume), is length: the quality of
shorter vowels is harder to perceive. If a prosodically short vowel is more prone
to misidentification than the corresponding long vowel, the perceptual account
of harmony would predict that, in cases in which the length of the trigger is
relevant to the applicability of harmony, short vowels should be the preferred
triggers. In fact, there is evidence that vowel length can play a role in rounding
harmony in just this way.

I am aware of three cases in which short vowels trigger harmony while their
long counterparts do not. As far as I know, the reverse asymmetry, in which
rounding harmony is triggered by long rounded vowels but not by their short
counterparts, is unattested.4 A particularly convincing case of this pattern is the
Southern Tungusic language Baiyina Orochen (Li 1996), in which rounding
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harmony is triggered only by short vowels. Baiyina Orochen exhibits the general
Tungusic pattern of harmony in which vowels within a word agree with respect
to tongue root advancement. Alongside this general tongue root harmony exists
a more restrictive harmony system involving rounding. Only nonhigh vowels
trigger and undergo rounding harmony, also the typical Tungusic pattern. Con-
sider the words in (10), where progressive rounding harmony is triggered by a
short vowel. Targets are underlined:

(10) Short triggers (Li 1996: 126)
a. tɔγɔ ‘fire’ c. tʃolpon ‘morning star’
b. ɔpɔɔ ‘rocky hillock’ d. oŋtot ‘strange’

Long vowels do not trigger rounding harmony, as shown in (11):

(11) Long nontriggers (Li 1996: 126)
a. kɔɔxan ‘child’ c. koorgɘ ‘bridge’
b. ɔɔŋan ‘mountain pass’ d. oodɘn ‘velvet’

It is important to note that while long vowels do not initiate a rounding harmony
domain, they may both undergo and, more importantly, propagate harmony.
This is shown in (12):

(12) Long vowels propagate harmony (Li 1996: 131)
a. gɔlɔɔ-tkɔɔi ‘log; direct.’
b. ɔpɔɔ-lɔɔ ‘rocky hillock; destin.’
c. sokkoo-m�o ‘muddy (water); contem.’
d. oloo-no-tʃo- ‘to cook; intent. asp.; pt.t.’

This pattern is consistent with the perceptual account of rounding harmony
outlined above. If the functional advantage of harmony is to increase the span
of a particular distinctive (and hence important) quality, then the fact that only
short vowels initiate harmony can be attributed to their relative perceptual vul-
nerability. The fact that both long and short vowels may serve to propagate
the harmonic feature reflects the fact that these vowels do not carry distinctive
information for the feature in question, hence no length-based asymmetry is
expected in their harmonic behaviour.

A similar pattern is observed in the Northern Tungusic language Evenki
(Nedjalkov 1998). In Evenki, only short vowels trigger rounding harmony;
long vowels do not. So when the accusative definite morpheme /–vA/ is added
to ‘fish’, the resulting form is goro-vo with a rounded suffix vowel. When this
suffix follows a long vowel, rounding harmony does not occur, as in the affixed
form of ‘tree’, realised as moo-va, rather than *moo-vo. Additionally, Harrison
(1999a) presents a case from Tuvan, a Turkic language of Siberia, in which
short vowels trigger rounding harmony while their long counterparts do not.
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2.9 Summary

I have argued in this section that harmony is fundamentally a perceptually driven
phenomenon that serves to prolong the duration of some contrastive quality. To
summarise:

� Acoustic, articulatory, and perceptual data were introduced to support the
claim that contrastive rounding is particularly subtle for both nonhigh and
front vowels. These are the vowels that are typologically preferred as rounding
harmony triggers.

� Nonhigh and front vowels are typologically dispreferred as rounding harmony
targets. This dispreference was attributed to the greater salience of rounding
in the preferred targets which, over time, might lead to the retention of only
those vowels as legitimate grammatical targets of harmony.

� The avoidance of cross-height harmony was linked to the difference in lip
postures associated with high vs nonhigh rounded vowels, by means of the
proposed gestural uniformity constraint.

3 A constraint-based account

It is simple enough to characterise each of the attested rounding harmony sys-
tems within a linear, rule-based framework such as that developed in Chomsky
and Halle 1968, or within an autosegmental framework such as that employed
in Clements and Sezer 1982. For instance, for Type 5 languages one could posit
the rule in (13), which indicates that a high vowel assimilates in rounding to a
preceding rounded vowel.

(13) SPE-style rule for Type 5[+syl
+high

]
→ [+round]/

[+syl
+round

]
C0

A high vowel is rounded following a rounded vowel.

Alternatively, one might represent the vocalic features autosegmentally, and
posit a rule such as that in (14):

(14) Autosegmental rule for Type 5

[+high]  

V  C0  V  

[+round]  

Rounding spreads from a rounded vowel onto a following high vowel.



A constraint-based account 103

Similarly, Type 2 could be represented with the rule in (15) (or some autoseg-
mental analogue of it):

(15)

[+syl
�high

]
→ [+round]/


+syl

�high
+round


 C0

A vowel is rounded if it is preceded by a rounded vowel of the same height.

These frameworks are capable of describing all of the attested rounding
harmony patterns. However, given the mechanisms made available by these
two formal systems, there is no way of distinguishing the attested rounding
harmony rules from many formally similar but typologically unattested ones.
For instance, the linear rule in (16) is no less complex than those in (13) and
(15), yet it is not known to play a role in the grammar of any language.

(16) Formally similar rules[+syl
−high

]
→ [+round]/

[+syl
+round

]
C0

A nonhigh vowel is rounded when it is preceded by a rounded vowel.

The same point can be made with regard to the formal mechanisms of the
autosegmental model. Thus, the rule-based approaches in no way limit the range
of predicted rounding harmony systems.

More problematic for rule-based accounts is the fact that the formally most
simple rounding harmony rule – one in which a rounded vowel triggers rounding
of a neighbouring vowel without regard to height or backness – is typologically
quite rare. If a maximally simple rule is assumed to be more highly valued
than a more complex rule, then these models make the incorrect prediction that
the harmony system characterised by the rules in (17) – i.e. Type 1 harmony –
should be the most widely attested.

(17) Formally simplest, but typologically very rare rounding harmony rules

[+syl] → [+round]/

[+syl
+round

]
C0

A vowel is rounded when preceded by a rounded vowel.

Optimality Theory (hereafter OT) replaces the rules of earlier generative mod-
els with constraints. The constraints are understood to be supplied by Universal
Grammar (UG), while their relative importance or ranking is determined on a
language-specific basis. OT is thus implicitly a model of linguistic typology in
that a possible grammar is any ranking of the (fixed) set of universal constraints.
A model such as this should allow for the characterisation of the conditions from
(2) in the form of explicit grammatical statements or constraints.
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3.1 Constraints

Following Smolensky (1993), I will assume that the grammatical expression of
harmony is by means of Alignment (McCarthy and Prince 1993). Alignment
constraints call for the coordination of domain edges. In the case of rounding
harmony, the phonological domain, or feature, will be [round], while the mor-
phological domain with which it is aligned will typically be the Prosodic Word
(though see the discussion of Sibe in section 3.3).

(18) The pro-harmony constraint: Align

Align-l/r([rd], PrWd) The autosegment [round] is aligned with the
L/R edge of the Prosodic Word.

One violation of this constraint is assessed for each docking site (vowel) fol-
lowing the last docking to which a [round] autosegment is linked.

I will also assume two further constraints, whose empirical effects tend to
involve the selection of specific triggers for harmony. The alignment constraints
in (19) and (20) each introduce a particular refinement to that given in (18):

(19) Nonhigh trigger

Align-l/r ([rd/–hi], PrWd) The autosegment [round], when co-
occurring with [–high], is aligned with
the L/R edge of the Prosodic Word.

(20) Front trigger

Align-l/r ([rd/–ba], PrWd) The autosegment [round], when co-
occurring with [–back] is aligned with
the L/R edge of the Prosodic Word.

These more specific alignment constraints, if ranked above general [round]-
alignment, will give the effect of promoting harmony when the potential trigger
is one of the preferred trigger-types, either a front rounded vowel or a nonhigh
rounded vowel. Thus, the formal account of the observed trigger preferences lies
in the absence in UG of constraints specifically promoting harmony triggered
by the perceptually more salient high and back vowels.

The grammatical mechanism that suppresses harmony, that is, the constraint
that overrides the alignment constraints in languages lacking rounding harmony,
will be represented by means of a Faithfulness constraint from the Dep family
(McCarthy and Prince 1995):

(21) The anti-harmony constraint: Dep

Dep(Link) The output may contain no association line absent in the
input.
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To account for the vast majority of vowel harmony systems, in which harmony
fails to apply in certain contexts, the grammar must also contain constraints
whose effect is to block harmony when it would apply to one of the dispreferred
target configurations.

First, I assume a general constraint, labelled *RoLo, which states a dispref-
erence for nonhigh rounded vowels, thus constituting the grammatical mani-
festation of the articulatory and perceptual bias against lower rounded vowels
discussed in section 2. This constraint, or some related grammatical principle, is
instrumental in shaping vowel inventories, which commonly lack low rounded
vowels. In harmony, *RoLo serves to block harmony when the output would
contain a nonhigh rounded vowel not present in the input, that is, harmony
targeting nonhigh vowels:5

(22) *RoLo6 Nonhigh rounded vowels are avoided.

In addition, also in keeping with cross-linguistic vowel inventory patterns,
I will posit a similar constraint against front rounded vowels. This constraint,
like *RoLo, reflects the articulatory and perceptual bias against front rounded
vowels:

(23) *RoFro Front rounded vowels are avoided.

Finally, we need a constraint forcing vowels within a rounding harmony
span to share the same height specification. I argued above that this reflects
a phonetic imperative to avoid the need for articulatory adjustments in the
execution of a single gesture. This preference presumably has as its grammatical
expression a family of gestural uniformity constraints. In rounding harmony
systems, gestural uniformity will reject any instance of the autosegment [round]
linked to positions with distinct height:

(24) Gestural uniformity

GestUni [(round)] A multiply-linked [round] autosegment corre-
sponds to a uniform mechanism for the execution
of [round].

The constraint inventory just laid out suffices to characterise all of the rounding
harmony types identified in section 2. Space does not permit the full analysis
to be given, but the crucial ranking needed to generate all thirteen types are
listed in table 4.5. To illustrate how the constraints interact, I will present
an account of one of the more complex languages surveyed, namely Sibe.
This language brings together most of the relevant phenomena into a single
example.
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Table 4.5. A hierarchical representation of the typology

Type 1 Align[rd] » others
Type 2 Uni[rd] » Align[rd] » others
Type 3 Uni[rd], *RoLo » Align[rd] » others
Type 4 Uni[rd] » Align[rd/–hi] » Dep(Link) » others
Type 5 *RoLo » Align[rd] » others
Type 6 Align[rd/–hi] » Uni[rd] » Align[rd] » others
Type 7 Align[rd/–ba], Align[rd/–hi] » Uni[rd] » Align[rd] » others
Type 8 Align[rd/–ba] » Uni[rd] » Align[rd] » others
Type 9 Align[rd/–ba] » Uni[rd], *RoLo » Align[rd] » others
Type 10 *RoFro » Align[rd/–hi] » *RoLo » Align[rd] » others
Type 11 *RoFro, *RoLo » Align[rd] » others
Type 12 *RoFro » Uni[rd] » Align[rd/–hi] » Dep(Link) » others
Type 13 *RoLo » Align[rd/–ba] » Dep(Link) » others

3.2 Sibe

In Sibe, a south-west Tungusic language described in Li 1996, a rounding
harmony pattern similar to that observed in Type 6 is exhibited within roots:
as with other Type 6 languages, cross-height harmony is tolerated only with a
preferred (i.e. high) target. Nonhigh vowels undergo rounding harmony as long
as the trigger is also nonhigh, while high vowels undergo harmony without
regard to the height of the trigger. Sibe is more complicated, however, in that
while the language has front rounded vowels, only back vowels surface as the
product rounding harmony. Sibe thus evidences both target preferences – the
preference that targets be high and the preference that targets be back. Examples
are shown in (25). In (a–b), the target is high. In (c–d), the target is nonhigh and
agrees with the trigger in height. In (e–g), harmony fails to apply either because
of height disagreement and a nonhigh target (e), or because the potential target
is front (f–g):

(25) Root harmony in Sibe (Li 1996: 195–6)7

a. fulxu ‘root’
b. � ögu ‘vegetable’
c. ɔmɔl ‘grandson’
d. öl� ɔ ‘cowardly’
e. uva (*uvɔ) ‘flour’
f. ut� i (*ut� ü) ‘door’
g. � öbε (*� öbö) ‘subsidiary’

Harmony targeting suffixes is even more restricted. As is the case within a root,
while high back vowels undergo rounding harmony (26a–c), front vowels in
suffixes are never targeted by rounding harmony (26d–e):
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(26) Affix harmony in Sibe (Li 1996: 199–204)

a. batur-lu ‘to be heroic’
b. bɔmbɔn-nu ‘to form a cluster’
c. gö-� u ‘to hit (the target)’
d. bu-kin (*bu-kün) ‘to give’
e. � ɔsu-t� i (*� ɔsu-t� ü) ‘corner’

Where suffix harmony differs from root harmony is in the fact that only high
suffix vowels undergo harmony. Li’s discussion clearly indicates that nonhigh
vowels in suffixes never undergo harmony, even if they agree in height with
the potential trigger. He does not, however, include any specific examples of a
suffixal /a/ following a nonhigh rounded vowel. Some examples of suffixal /a/
are listed in (27). An invented root in (27e) demonstrates the crucial context in
which harmony reportedly fails to apply:

(27) Suffixal /a/ Sibe (Li 1996: 199–204)

a. ɔvu-ma-� � ‘to wash-pres.prog.’
b. vγ ili-rtan ‘to work-nom.’
c. suxu-maq ‘axe-instr.’
d. is-maq ‘soap-instr.’
e. ɔs-maq (*ɔs-mɔq) invented-instr.’

The Sibe pattern is instructive in a number of respects. First, different har-
mony patterns are exhibited within different morphological domains. We saw
that nonhigh vowels are targeted by harmony only within roots. This pattern
is easily captured by means of alignment, which calls for the co-incidence of
phonological and morphological domain edges.

To account for the Sibe system, we may posit the constraint sub-hierarchy
in (28):

(28) Constraint sub-hierarchy for Sibe8

*RoFro » Align([rd/–hi], Root) » *RoLo » Align([rd], PrWd)
» others

The hierarchy in (28) may be interpreted as follows. First, the fact that front
rounded vowels never arise as the result of harmony is reflected in the high
ranking of *RoFro. Next, by virtue of its ranking above the constraint that
requires harmony within the domain of the prosodic word, *RoLo blocks the
application of harmony when it would target a low suffix vowel. The root
harmony constraint (Align([rd/–hi], Root)) outranks *RoLo, however, thus
allowing nonhigh vowels within roots to undergo harmony. Tableaux are shown
in (29) and (30) to demonstrate how the constraints interact to characterise the
Sibe rounding harmony patterns:
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(29) Root-internal harmony in Sibe

Align([rd/–hi], Align([rd],
*RoFro Root) *RoLo PrWd) Uni[Rd]

☞ ut� i *

ut� ü *!

fulxı *!

☞ fulxu

� ögı *! *

☞ � ögu *

ɔmal *! *

☞ ɔmɔl *

☞ uva *

uvɔ *! *

(30) Suffix harmony in Sibe

Align([rd/–hi], Align([rd],
*RoFro Root) *RoLo PrWd) Uni[Rd]

☞ bu-kin *

bu-kün *!

batur-lı *!

☞ batur-lu

gö-� ı *!

☞ gö-� u *

☞ ɔs-maq *

ɔs-mɔq *!

☞ suxu-maq *

suxu-mɔq *! *

3.3 Factorial typology

Using the program OTSoft (Hayes et al. 2000), I generated a factorial typology
based on the seven proposed constraints.9 The input assumed a generic Turkic-
style system with a symmetric eight-vowel system and backness harmony. Thus,
for each of the four rounded vowels as potential harmony triggers, two trigger-
target pairs were considered: one in which the potential target was high, and
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one in which the potential target was nonhigh. This yielded eight two-way
choices:

(31) Input to the factorial typology

Trigger Target Harmonic Nonharmonic
u high u-u or u-�
u nonhigh u-o or u-a
o high o-u or o-�
o nonhigh o-o or o-a
ü high ü-ü or ü-i
ü nonhigh ü-ö or ü-e
ö high ö-ü or ö-i
ö nonhigh ö-ö or ö-e

Given eight two-way choices, there were 28 possible outcomes, including the
case in which no harmonic pairs were selected. There were thus 28 − 1 (= 255)
possible harmony systems. Of these, the proposed constraint set generated only
thirty-six. All of the thirteen observed types from section 1 were generated. The
predicted typology is thus reasonably small, and the cases of overgeneration
in general look to be accidental gaps, not systematic ones. Thus, for instance,
the pattern in which rounding applies to uI and oI sequences is the same as the
familiar Type 5 pattern (cf. Turkish), except that harmony applies only amongst
back vowels. Similarly, the pattern in which harmony applies to üI and öA is
essentially the same-height harmony of Type 2, except that only front vowels
participate.10

3.4 Cases of free variation

In assessing the typological validity of the constraint set proposed here, we also
need to address the cases where the harmony pattern exhibits free variation.
We have seen three cases here, all in section 1: Tuha, Tofà, and Altai Tuvan.
As a model for free variation in Optimality Theory, I adopt the approach of
Anttila (1997a, 1997b), under which certain constraints can be critically freely
ranked. In such a grammar, the outcomes that arise for all permutations of the
free ranked constraints are considered to be possible outputs.

In Tuha, the constraints that must be freely ranked are gestural uniformity
and Align[rd]: where the former dominates the latter, cases like /o I/ emerge
as [o -i]; whereas under the opposite ranking /o I/ surfaces as [o u]. The case of
Tofà can be analysed similarly, with a critical free ranking of Align[rd/–ba]
and Dep(Link).

The case of Altai Tuvan is harder. Using the constraints proposed here, it is
possible to achieve a rough statistical match to Harrison’s (2001) observations,



110 The typology of rounding harmony

adopting the gradientised version of free ranking discussed in Boersma 1997
and Boersma and Hayes 2001. To achieve an exact match requires the addition
of a new constraint to the system, which would require alignment for the ‘best’
possible triggers, namely vowels that are both front and low.11 The typological
consequences of such a constraint remain unexplored, however.

4 Optimality Theory as a model of typology or grammar, or both?

One central claim of OT is that all languages share a common set of (universal)
constraints, but differ from one another with respect to how those constraints
are ranked. This model entails that for any given grammar, a great number
of inactive constraints must be present – constraints ranked too low to have
any decisive effect in the determination of output forms. The evidence for these
constraints is purely typological; that is, that together they form an inventory that
generates the typology of existing languages. However, it is a fairly strong claim
to say that the constraints are actually present in the grammars of languages in
which they are inactive.

I conclude this chapter by presenting experimental results suggesting that
speakers do in fact carry around inactive constraints, and that speakers recruit
such constraints in the evaluation of novel phonological contexts such as those
introduced in loanwords. Ross (1996) has presented a similar argument for
Tagalog, as have Ringen and Heinämäki (1999) for Finnish. The experiment
described here involves loanwords in Turkish.

4.1 Regressive harmony in Turkish loanwords

Yavas (1980) and Clements and Sezer (1982) demonstrate that in addition to
the progressive harmony observed in native Turkish words, regressive harmony
is exhibited in loanwords. Such harmony targets epenthetic vowels introduced
to break up an initial consonant cluster. These epenthetic vowels are always
high, but vary in backness and rounding on the basis of the quality of the first
full vowel in the word. For example, backness harmony results in an epenthetic
[i] in siteno, ‘steno’, in which the first full vowel is front, but an epenthetic [�]
appears in a word like sıtar ‘star’, where the full vowel is back.

The epenthesis phenomenon is of interest here because the epenthetic vowels
sometimes undergo regressive rounding harmony, triggered by the stem; thus
flüt ‘flute’, is realised as fülüt, with a rounded epenthetic vowel. Reports differ
as to the conditions under which regressive harmony will apply. In the variety
reported by Yavas, regressive harmony may be triggered only by high vowels,
whereas in the variety described by Clements and Sezer, rounding harmony is
consistently triggered by high vowels but may sometimes also be triggered by
nonhigh vowels.
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In Kaun 1999, I described the results of an experiment originally designed
to resolve this discrepancy. Nine native speakers of Turkish12 were presented
with 107 loanwords taken from Özgüler 1989. Each of these words contained an
initial consonant cluster, and the subjects were asked to indicate the appropriate
quality (or qualities) of the epenthetic vowel. The task seemed to present little
difficulty to the subjects; however, a great deal of subject-to-subject variation
was observed.

All subjects agreed with the Yavas and Clements and Sezer patterns in one
respect: High rounded vowels consistently triggered rounding harmony, as in
words like buluz ‘blouse’,13 and fülüt ‘flute’. When the potential trigger was
nonhigh, six distinct rounding harmony patterns emerged. These are presented
in (32). In this chart, solid lines enclose consistent rounding harmony triggers,
while dashed lines enclose optional triggers. Unenclosed vowels never trigger
harmony for the pattern in question. The number of subjects instantiating each
pattern is indicated in parentheses:

(32) Six rounding harmony patterns
Group A (1) ü u ö o
Group B (1) ü u ö o
Group C (2) ü u ö o
Group D (1) ü u ö o
Group E (2) ü u ö o
Group F (2) ü u ö o

The chart in (33) includes some of the words used in the experiment:

(33) Sample words
‘flute’ ‘blouse’ ‘flirt’ ‘block’

Group A fülüt buluz filört bılok
Group B fülüt buluz fılört/fülört bılok
Group C fülüt buluz fülört bılok
Group D fülüt buluz fılört/fülört bılok/bulok
Group E fülüt buluz fülört bılok/bulok
Group F fülüt buluz fülört bulok

Two generalisations can be made on the basis of these patterns. First, we
note that, while subjects consistently exhibited same-height harmony ( fülüt
and buluz), cross-height harmony was not unanimously applied. Second, with
harmony involving a height mismatch, front vowels were preferred as harmony
triggers, that is, regressive harmony is observed more frequently in flört-type
words, where the potential trigger is front, than in blok-type words, in which a
back vowel serves as the potential trigger of regressive rounding harmony.
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These patterns are not predictable on the basis of the progressive rounding
harmony pattern of native Turkish words. As noted above in section 1, Standard
Turkish is essentially a Type 5 language in which harmony may be triggered
by any rounded vowel, but targets only high vowels. Thus, in the native pattern
of progressive harmony, while vowel height does play a role in determining the
applicability of harmony, it is the target whose height is relevant, rather than the
trigger. Moreover, backness never serves to restrict the applicability of native
rounding harmony.

While the observed patterns of rounding harmony share no common features
with the native progressive harmony pattern, they do resemble the general cross-
linguistic patterns of rounding harmony. In particular, the avoidance of cross-
height harmony along with the preference for front rounded triggers are familiar
from the general typology of the phenomenon. I argued in Kaun 1999 that
the behaviour of the experimental subjects can be modelled as involving the
recruitment of constraints that are inactive in native Turkish, but predicted to
exist on the basis of the general typology of rounding harmony. These are among
the constraints posited in section 3.

4.2 Discussion and conclusions

The results of the Turkish loanword experiment support the choice of OT rather
than a rule-based system to account for the typology of rounding harmony. A
rule-based account, which might characterise native Turkish harmony with a
rule like that shown above in (13), makes no predictions regarding the realisation
of rounding harmony in the loanword context. To the extent that such analy-
ses could be said to offer any predictions with respect to regressive rounding
harmony in Turkish, they would either predict that rounding harmony should
not occur (because rounding harmony is progressive in native Turkish), or that
rounding harmony will always proceed as in pattern F (example (32)), where
any rounded vowel triggers rounding of the high epenthetic vowel. Neither of
these predictions characterises the observed facts.

The loanword data also indicate that while OT allows for the characterisation
of typologies in a direct and falsifiable manner (i.e. an analysis is wrong if a
language can be shown to exhibit a pattern that cannot be generated by some
ranking of the proposed constraint set), it also appears to be an appropriate model
of individual grammars. The Turkish facts support the claim that constraints
that never play a decisive role in determining surface structure are nonetheless
present in grammars. Alternatively, these results could be interpreted as indi-
cating that, when confronted with a novel phonological configuration, speakers
can invent constraints ‘on the spot’, and that when they do so, they are guided
by the same phonetic pressures that govern grammatical systems in general,
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in this case, the phonetic principles that underlie the phenomenon of rounding
harmony.

I have argued that the account proposed here is functionally grounded. The
functional underpinning of the typology can be held up as a means of under-
standing the evolution of rounding harmony systems. The Turkish loanword
pattern further suggests that, in our effort to understand and model phonolog-
ical systems, we should look upon substantive principles not just as a means
of explaining the recurrence of phonological patterns post hoc, but as funda-
mental components of grammar, accessed and deployed by speakers of human
language.
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Notes

1. For each language, data from eight male subjects were obtained. Photographs were
taken simultaneously with audio recordings.

2. Back vs nonback (1) separated the front and back vowels with one exception. On
the basis of this factor, the phonetically back vowel [�] was grouped with the front
vowel cluster. The vowel [ə�] fell between the back and front vowel clusters. Back
vs nonback (2) grouped the vowel [�] with the cluster of back vowels and placed
[ə�] at the low end of the scale along with {ö, i, e, and ü}.

3. This general notion of contrast is applied to the phenomenon of nasal harmony in
Homer 1998.

4. In Maltese (McCarthy 1979), backness/rounding harmony targets short vowels,
but not long vowels. One explanation for this pattern might be the fact that short
vowels are more subject to gestural overlap than longer vowels. The historical
scenario would therefore be that at an earlier stage of the language, no harmony
existed. Over time, due to coarticulation from a preceding rounded vowel, the
short vowels came to be perceived as phonologically rounded, and a system of
rounding/backness harmony entered the grammar.

5. The languages in which nonhigh rounded vowels may not undergo rounding har-
mony all possess nonhigh rounded vowels on the surface. What they do not tolerate
is the occurrence of nonhigh rounded vowels as the output of rounding harmony.
In these systems, we may assume that the retention of nonhigh rounded vowels
that are not the product of the harmony is insured by an input-output Faithfulness
constraint that outranks *RoLo. The same account will apply to those languages
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that allow front rounded vowels on the surface, but do not allow their appearance
as the product of harmony.

6. Both *RoLo and *RoFro are equivalent to Archangeli and Pulleyblank’s (1994:
78) grounded path conditions on the feature [+round] and features referring to
height and backness. In particular, *RoLo should be functionally equivalent to the
LO/RD Condition and the RD/LO Condition, while *RoFro should do the work
of the RD/BK Condition and the FR/RD Condition.

7. Disharmonic uCı sequences occur, but only in fifteen roots from Old Manchu.
Relatively uneducated Sibe speakers are reported by Li to be unfamiliar with these
roots (Li 1996: 195).

8. The grammars here omit constraints that ensure that the lexical specifications for
rounding in stem vowels are respected. Just what these constraints are probably
depends on the language. For languages in which the principles of harmony are
respected even within stems, a constraint of the type Ident([Rd], initial syl-
lables) is probably appropriate. For languages like Standard Turkish, in which
the lexicon is very rich in disharmonic roots, probably the correct constraint is
Ident([Rd], root). In either case, the relevant constraint is undominated, so I will
simply omit candidates from consideration that alter the rounding of the trigger.

9. I wish to thank Bruce Hayes and Kie Zuraw for help in generating and interpreting
the factorial typology described here.

10. The full set of plausible-but-unattested patterns is as follows. In each pattern, {}
encloses the vowel pairs that undergo harmony: (1) {uI, öA, oA}, (2) {uI}, (3) {uI,
oI}, (4) {uI, oI, uA, oA}, (5) {oI, oA}, (6) {oI}, (7) {öI, uI, oI, öA, oA}, (8) {öI,
uI, oI, öA, uA, oA}, (9) {öI, uI, oI}, (10) {öI, oI, öA, oA}, (11) {öI, oI}, (12) {üI,
uI, öA}, (13) {üI, öA, oA}, (14) {üI, öA}, (15) {üI}, (16) {üI, öI, uI}, (17) {üI,
öI, uI, üA, öA, oA}, (18) {üI, öI, üA, öA, oA}, (19) {üI, öI, üA, öA}, (20) {üI, öI,
oI, öA, oA}, (21) {üI, öI, oI}, (22) {üI, öI, oI, üA, öA, oA}, (23) {üI, öI, oI, üA,
öA}.

11. On ‘conjoined’ constraints of this type, see Smolensky 1995.
12. The subjects ranged in age from eighteen to thirty-five years. All resided in the

New Haven, CT area at the time of the experiment, but had been raised in urban
settings including Ankara, Istanbul, and Izmir.

13. Due to a fronting effect of borrowed [l], this word is transcribed as bül’uz in both
Yavas 1980 and Clements and Sezer 1982. The subjects in the experiment reported
here did not produce front vowels before [l], supplying buluz instead.



5 The evolution of metathesis

Juliette Blevins and Andrew Garrett

1 Introduction

Our object of study in this chapter is metathesis, which we define as any re-
ordering of segments or features within the phonological string.1 Representative
cases, discussed in more detail below, are illustrated in (1).

(1) a. Rotuman: /mofa/ → moaf ‘rubbish’; cf. (20) below
Proto-Indo-European > Armenian: ∗kjubhros > surb ‘holy’ (initial
∗kj > s); cf. (6) below

b. Nxilxcı́n (Colville): sʕáy ‘they are noisy’ vs sy-m-əncʕàt ‘they make
noise’; cf. (15) below
Classical > South Italian Greek: gambrós > grambó ‘son-in-law’; cf.
(10) below

c. Marathi: õ�h > hõ� ‘lip’; cf. (17) below

Adjacent segments seem to exchange positions in the common pattern seen
in (1a), while (1b) shows examples of nonlocal movement. A case of feature
metathesis is shown in (1c); such cases are relevant because feature and segment
metatheses differ in their phonological effects but not their underlying causes.

Metathesis has long posed problems for phonological theory. These problems
are of two main types: metathesis has resisted analysis in terms of phonetically
natural or motivated sound change, and the reordering of sounds in metathesis
has required extensions of otherwise highly restrictive phonological formalisms.
We will argue here that metathesis can, despite these problems, be explained in
a phonetically natural way based on precisely the same assumptions required
to understand other phonological phenomena.

We also have a more programmatic goal. In recent years, phonologists have
increasingly come to accept the view that phonological patterns, both within and
across languages, can be explained by reference to the findings of experimental
phonetics. As yet, however, there is no consensus as to the precise explanatory
nexus between the two areas. In this chapter we will contrast two views of
the relationship between phonetics and phonology, for which we will use the
short-hand terms phonetic optimisation and evolutionary phonology. The first

117
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approach seeks to explain phonological patterns as the result of optimisation
of some aspect of phonetics such as articulatory ease or perceptual salience.
On this view, sound patterns are caused by (can be explained by) the phonetic
optimisation they yield, and sound changes occur because their output is pho-
netically ‘better’ in some way – for example, easier to articulate or perceive.
The phonetic optimisation approach has been advocated by numerous scholars,
including many contributors to this volume (here and elsewhere).

We will suggest a very different approach here. Our view is that diachronic
regularities play a major role in determining phonological typology. Since ac-
tual phonological systems have evolved diachronically, their properties reflect
constraints on sound change as well as constraints on the nature of phonolog-
ical systems. Explanations for phonological patterns may reside in synchronic
analysis or diachronic evolution. Which explanation will emerge in any case
is a matter to be resolved based on the evidence, but since historical accounts
permit simpler grammatical models, they are preferable wherever possible.

Certain sound patterns are cross-linguistically frequent as a consequence of
convergent evolution: the intrinsic properties of speech perception and produc-
tion result in certain frequent sound changes; these in turn yield common sound
patterns. We maintain that if sound patterns can be explained as the result of
convergent evolution in this sense, the burden of proof falls on those who choose
to duplicate such explanations in the synchronic domain. In short, one goal of
the evolutionary phonology approach is to help simplify synchronic models
by developing phonetically plausible diachronic explanations for phonological
patterns.

Two problems that any model of phonological diachrony must confront are
the mechanism of sound change and the cause of its typical regularity. In our
view sound change is mainly caused by listener-based reinterpretation. This in
turn may arise in several ways. For example, the actual phonetic string may
present a listener with multiple potential phonological analyses; or a listener
may simply misperceive the utterance due to biases in the perceptual system;
or a listener may confront a choice of phonological analyses due to speaker
variation on a continuum from hyperarticulated listener-oriented ‘clear’ speech
to reduced, hypoarticulated ‘casual’ speech. In the last case, reanalysis reflects
ambiguity presented by multiple phonetic forms in the input, not the ambiguous
nature of a single phonetic form.

Sound change is regular for the same reason that language learners con-
sistently categorise contextually determined phonetic categories with parallel
phonological categories. English pit, pat, pet, pot, put are all ‘learned’ with
initial /p/ and final /t/ because ranges of values for some set of cues (e.g. VOT,
closure duration, burst properties, CV transition formant values) are interpreted
as defining a single linguistic category. Because the sources of sound change all
involve categorical perception, a shift in phonological representation for one
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lexeme will result in the same shift for another lexeme containing the same
phonetic category. For example, in an English dialect where final /t/ is realised
as [ʔt], the phonetic properties of this realisation may allow reinterpretation as
/ʔ/. If this happens, since the cues now interpreted as defining /ʔ/ are found in
pit, pat, pet, pot, put, a /t/ > /ʔ/ shift will occur in all these words. The regularity
of sound change is thus a special case of the regularity of phonological category
acquisition.

In comparing different approaches to sound change, it should be emphasised
that the question of optimisation – are sound patterns functionally motivated? –
is logically distinct from the question of whether phonetic explanations for
sound patterns belong in the diachronic or synchronic arena. This suggests a
four-way typology along the lines in (2).

(2) a. Synchronic + nonfunctionalist
b. Synchronic + functionalist (e.g. Flemming 1996; Hume 1997, 2001;

Boersma 1998; Steriade 2001)
c. Diachronic + functionalist (e.g. Grammont 1950; Vennemann 1988)
d. Diachronic + nonfunctionalist (e.g. Ohala 1974, 1981, 1993; Blevins

and Garrett 1998)

Various scholars’ work is crudely classified in (2b–d); the nonfunctionalist
synchronic approach in (2a) has been standard in phonological theory. The view
we will defend here is diachronic and nonfunctionalist: phonetic explanations
play an important diachronic role in explaining sound patterns, but (at least for
the phenomena we investigate) optimisation is irrelevant.

Several forms of the phonetic optimisation approach can be envisioned. A
relatively strong position is that optimisation is a property of all sound change
(or all sound changes of a particular structural type). Arguing against the view
that misperception causes metathesis sound changes, Steriade (2001: 234–5)
writes as follows:

[C]onfusability is, in principle, symmetric . . . [If] sound change is initiated as misper-
ception, there would be no reason to expect metathesis in one direction and not in the
other. In fact, however, the direction of metathesis is highly constrained. Only certain
types of reversal, which can be identified as perception-optimising, are frequent and
systematic . . .

The claim that all ‘frequent and systematic’ types of metathesis optimise per-
ception represents a strong form of the phonetic optimisation approach.2

An alternative weaker position, as Donca Steriade reminds us, is simply that
some optimising sound changes exist. Yet this weaker position is problematic.
To refute the hypothesis that all sound change is optimising, it suffices to identify
non-optimising sound changes, but it is harder to find evidence bearing on the
weaker hypothesis that just some sound changes are motivated by optimisation.
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On our account, some sound changes will have the effect of optimising aspects
of phonetics simply by chance; indeed, in numerous cases, misperception leads
directly to optimised phonetics. Therefore, the mere existence of optimising
changes, even in great numbers, is not evidence for the phonetic optimisation
model. To defend this model in its weaker form, one must argue either that there
exist optimising sound changes that cannot involve perceptual reinterpretation
(changes whose input and output cannot be related via misperception) or that
the overall typology of sound changes follows from the optimisation model but
not from our model. Our position is the reverse: the typology of sound changes
follows from the evolutionary phonology model but not from the phonetic
optimisation model.

For all these questions metathesis is of special interest. In traditional phono-
logy, especially among the neogrammarians and structuralists, metathesis was
treated as marginal precisely because it seemed to contradict standard doctrines
separating phonetics and phonology. Essentially, all scholars who studied the
matter came to conclusions like those of Grammont (1923), according to whom
CC metathesis arises in order to avoid ‘unpronounceable’ clusters. It is also gov-
erned phonotactically, according to Grammont: less sonorous consonants (those
with smaller ‘aperture’) are always positioned closer to a syllable boundary and
more sonorous consonants closer to the syllable nucleus. In other words, unlike
most other processes (e.g. assimilation), metathesis was seen as an output-driven
phonological process.

In this chapter, extending earlier work on consonant-vowel metathesis
(Blevins and Garrett 1998), we present a comprehensive and restrictive typol-
ogy of regular metathesis in the world’s languages. We identify four main types
of metathesis, with specific phonetic characteristics. We list these metathesis
types in (3), together with the phonetic features that allow us to explain and cat-
egorise them. We should emphasise that our names for these metathesis types
are partly arbitrary labels, serving mainly to distinguish them from each other;
coarticulation, perception, and audition play a role in all four types.

(3) Metathesis type Phonetic feature
a. Perceptual metathesis (§3.1) Elongated phonetic cues (§2.1)
b. Compensatory metathesis (§3.2) Stress-induced temporal shifts (§2.2)
c. Coarticulatory metathesis (§3.3) CC coarticulation (§2.3)
d. Auditory metathesis (§3.4) Auditory-stream decoupling (§2.4)

The first type of metathesis involves features of intrinsically long duration (e.g.
pharyngealisation); in multisegmental strings, such features are spread out over
the entire sequence, allowing them to be reinterpreted in nonhistorical posi-
tions. The second type is prosodically conditioned: within a foot, features in a
weak syllable undergo temporal shifts into the strong syllable. The third type of
metathesis arises in clusters of consonants with the same manner of articulation
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but different places of articulation; the place cues do not necessarily have long
duration, and we will suggest that metathesis results from coarticulation facili-
tated by shared articulatory gestures. The fourth type of metathesis results from
the auditory segregation of sibilant noise from the rest of the speech stream.

Our typology is both restrictive and predictive. A segment or feature may
undergo metathesis (be reinterpreted in a nonhistorical position) only if the pho-
netic signal is ambiguous or otherwise presents difficulties in feature or segment
localisation. The phonetic properties underlying such ambiguities or difficulties
are discussed in section 2. In section 3 we detail our metathesis typology. In
section 4 we address some general issues, summarise our findings, and discuss
the general role of phonetics in phonology: phonology is phonetically driven,
but only in the diachronic dimension.

2 Phonetic background

In this section we outline the phonetics underlying the metathesis types to be
surveyed in section 3.

2.1 Elongated phonetic cues

Segmentation is a long-standing problem in phonetic theory. For example, it
is well known that consonant and vowel articulations, or their acoustic con-
sequences, overlap in CV and VC contexts. Accurate perception of place of
articulation for a prevocalic oral stop consonant is based primarily on informa-
tion from the CV transition (Liberman 1970); the place features of the consonant
are cued by information that co-occurs with the periodic waveform character-
istic of a vowel, making it difficult to say where the consonant ends and the
vowel begins.

Perceptual metathesis is closely linked to the segmentation problem as fol-
lows. As emphasised by Ohala (e.g. 1993) in his discussions of dissimilation,
certain perceptual features are typically realised over relatively short time du-
rations, whereas others are typically realised over relatively long durations. For
example, irrespective of its phonological association with a consonant, vowel,
or glide, pharyngealisation is typically phonetically realised over a minimal CV
or VC domain. Listeners thus confront a problem if an entire CVC sequence is
pharyngealised. If features are associated at some level with unique segments,
there are at least seven logical possibilities for the phonological representation
of the pharyngealised CVC sequence: any of the three segments could carry
a secondary pharyngealisation feature (CʕVC, CVʕC, CVCʕ), or a pharyn-
geal could be the source of ambient pharyngealisation (ʕCVC, CʕVC, CVʕC,
CVCʕ ).3 If the historical source of pharyngealisation is a pharyngeal glide and
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the listener posits a pharyngeal glide in a nonhistorical position, metathesis has
occurred.

Phonetic studies show that many features have multisegmental domains span-
ning CV or VC strings, entire syllables, or strings of syllables. For example,
West (1999, 2000) has established significant long-distance coarticulatory ef-
fects of English rhotics and laterals by replacing these segments with progres-
sively longer sequences of noise; speakers can accurately identify the contrast
between [ɹ] and [l] based on coarticulatory effects up to two syllables away from
their phonological position in the string. This perceptual evidence is consistent
with the articulatory findings of Kelly and Local (1986) and Kelly (1989). For
at least one English dialect (Kelly and Local 1986), electropalatography data
show that velar closure in came is significantly more front after ballet in (4a)
than after Barry in (4b).

(4) a. Ballet came to my mind.
b. Barry came to my mind.

The perceptual evidence is also consistent with acoustic studies. Kelly and
Local (1986) show that the ‘domain of resonance’ of a liquid (i.e. its acoustic
consequences) is measurable in all subsequent unaccented syllables. Tunley
(1999) shows via measurements of vowel formants that English rhotics have
significant long-distance effects on unstressed vowels, both perseveratively (on
V2 in rV1CV2 strings) and anticipatorily (on V1 in V1CV2r strings). The effects
documented by Tunley involve lowering of F2 and F3. She also shows that
incorporating this sort of coarticulatory detail into synthetic speech can improve
segmental intelligibility by 7–28 per cent, again providing evidence for long-
distance coarticulation as a natural feature of speech which, when present, is
perceptually accessible.4

In table 5.1 we list phonetic features with demonstrated drawn-out domains
in one or more languages, along with their common phonological realisations
and salient acoustic characteristics. Acoustic and articulatory data show that
all these features have long domains spanning minimal VC/CV domains, entire
syllables, or sequences of syllables. As mentioned above, long-domain effects
of rhotics and laterals in English have been found to span domains up to three
syllables long. Lip rounding and protrusion have been found to span multisyl-
labic domains in French and English (Lubker and Gay 1982; Benguerel and
Cowan 1974). Palatalisation and velarisation with both vocalic and consonantal
phonological sources have been shown to colour multisegmental domains in
many different languages, including Catalan (Recasens 1984, 1987), English
(Hawkins and Slater 1994), Japanese (Magen 1984), Marshallese (Choi 1992),
Russian (Keating 1988), and several Bantu languages (Manuel 1987). In at
least two Arabic dialects, pharyngealisation or tongue backing has been mea-
sured across multisyllabic domains while showing gradient properties typical
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Table 5.1. Features with typically long durations

Segmental Acoustic property
Feature realisations with long duration

rhoticity rhotics, rhotic Vs lowered F3 (LM: 244, 313)
laterality laterals, lateral Vs lateral formants (LM: 193–7)
rounding rounded Cs, rounded lowering of all formants

Gs, round Vs (LM: 356–8)
palatalisation palatalised Cs, palatal raised F2 (LM: 364)

Gs, high front Vs
velarisation velarised Cs, velar lowered F2 (LM: 361–2)

Gs and high back Vs
pharyngealisation pharyngealised lowered F3, raised F1

Cs, Gs and Vs, ʕ , � (LM: 307)
laryngealisation laryngealised Cs, more energy in F1, F2

Gs and Vs, ʔ more jitter (LMJ)
aspiration aspirated/breathy more energy in F0;

Cs, Gs and Vs, �, h more noise (LMJ);
retroflexion retroflex Cs and Vs lowered F3, F4; clustering

of F2, F3, F4 (L: 203, LM: 28)
nasalisation nasals, nasalised spectral zero/nasal

vowels and glides anti-resonance (LM: 116)

(L = Ladefoged 1993; LM = Ladefoged and Maddieson 1996; LMJ = Ladefoged, Maddieson,
and Jackson 1988.)

of phonetic coarticulation as opposed to phonological harmony (Ghazeli 1977;
Card 1979); see Bessell 1992, 1997, 1998a, 1998b for phonetic analysis of
multisegmental pharyngealisation domains in Interior Salish languages. Mea-
surements of laryngealisation (creaky voice) and aspiration (voicelessness) in
Cayuga by Dougherty (1993) show CV or VC domains that inform our anal-
ysis of metathesis in that language (Blevins and Garrett 1998: 509–12). The
acoustic correlates of retroflexion typically have a minimal VC domain, as has
been shown for Gooniyandi (McGregor 1990), Gujarati (Dave 1977), Hindi
(Stevens and Blumstein 1975), Malayalam (Dart 1991), and Tiwi (Anderson and
Maddieson 1994). Long-domain effects of nasalisation are also well docu-
mented; see Cohn 1990 and Walker 2000 for summaries of the vast phonetic
literature on this subject. Finally, other features that have no standard phono-
logical representation also show drawn-out domains, such as the jaw movement
required for low front vowels (Amerman, Daniloff, and Moll 1970).

By ‘typically long duration’ in table 5.1 we mean that, in the majority of
cases where the phonetic correlates of the features have been measured, they
have been found to extend minimally across entire CV or VC strings. We do
not claim that these features always take multisegmental domains, but simply
that they can, and that they do so in the linguistic systems that give rise to
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metathesis sound changes. Missing in table 5.1 are major consonantal place
of articulation (coronal, labial, dorsal), voicing, frication, continuancy, and the
major class features. These features, unlike the features in table 5.1, typically
show temporal alignment with single segments; on our approach they are not
expected to take part in regular metathesis (though see sections 2.4 and 3.4 on
the status of fricative noise).

For some phonetic features in table 5.1 a multisegmental coarticulatory do-
main has been phonologised, resulting in syllable-, foot-, and word-based har-
monies. For example, though pharyngealisation is a feature of pharyngeal glides
or coronal consonants in many Arabic dialects, it takes the syllable as its mini-
mal domain in Cairene Arabic (Hoberman 1995 with further references) and has
even broader domains in other dialects (Watson 1999); cf. Bessell 1992, 1998a,
1998b on Interior Salish pharyngealisation harmonies. Similarly, in at least two
Australian languages, Mayali and Murrinhpatha, a retroflex coda consonant
yields surface retroflex syllables (Evans 1995: 739–40). Word-level retroflex
harmony is found in Yurok (Robins 1958: 12–13); this may be the long-distance
effect of a formerly local coarticulatory effect found in Yurok’s relative Wiyot,
where a retroflexed affricate induced retroflexion on preceding low vowels
(Reichard 1925: 8).5 Labialisation and palatalisation/velarisation are well
known from the word-domain harmony systems of Yokuts and Turkic lan-
guages respectively, and the typology of nasal harmony systems with syllable,
foot, and word domains is detailed in Walker 2000.

At the same time, extended domains for certain features in table 5.1 are
blocked in particular phonetic contexts where an incompatible phonetic feature
abuts the one in question. This is important in understanding apparent exceptions
to regular metathesis, or phonetic conditioning factors for particular metathe-
ses. For example, though laryngeal metatheses of h and ʔ are common, and
seem to result from the elongated phonetic cues of breathiness and laryngeal-
isation often associated with these segments, laryngeal metathesis is typically
blocked adjacent to a segment with conflicting laryngeal specifications. Thus,
in Cayuga, the laryngeals (h, ʔ) metathesise with preceding vowels unless the
output would be an hʔ or ʔh cluster (Foster 1982).6 The anticipatory seepage of
laryngealisation is blocked by a preceding segment that involves breathiness,
and vice versa, since these two features involve antagonistic glottal gestures of
constriction and spreading respectively; as a result, a vowel is not fully laryn-
gealised, the signal is unambiguous, and metathesis does not occur. Contextual
blocking effects of this type are widespread in perceptual metathesis; elsewhere
(Blevins and Garrett 1998) we have discussed Cayuga in more detail together
with similar cases of contextual blocking in Birom, Latin, and Le Havre French.

Now consider the nasalisation associated with a nasal stop. Spreading of
this phonetic feature onto a preceding or following vowel is quite widespread
and unremarkable. In phonetic terms, vowels and glides undergo coarticulatory
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nasalisation to a much greater extent than oral stops (Cohn 1990). We would
therefore not be surprised to find nasal metathesis conditioned by an adjacent
vowel, but perceptual metathesis of nasals and (oral) stops should not exist. (On
putative counterexamples to this prediction see section 4.1 below.)

In sum, the phonetic features listed in table 5.1 are often characterised by
long durations spanning multisegmental domains. A result of this many-to-one
association between phonetic features and segments is ambiguity in segmen-
tation. If a listener attributes the spread-out feature to a nonhistorical position,
(perceptual) metathesis occurs. On this approach, exceptions to metathesis are
expected just in case an adjacent phonetic feature conflicts with the spread-out
feature. Coarticulation is blocked in such cases, and there is no ambiguity in
segmentation.

2.2 Stress-induced temporal shifts of V-V coarticulation

Coarticulation between sequential vowels across an intervening consonant ap-
pears to occur in all spoken languages, where, in a VCV sequence, transitions
from vowel to consonant and from consonant to vowel are significantly influ-
enced by the quality of the transconsonantal vowel. In the word-final cases of
compensatory metathesis we cite, there is extreme anticipatory coarticulation.
This is consistent with acoustic and articulatory evidence suggesting that artic-
ulatory movement for V2 in a V1CV2 sequence may begin during V1 (Bell-Berti
and Harris 1976; Fowler 1981a, 1981b; Manuel and Krakow 1984).

We have argued elsewhere (Blevins and Garrett 1998) that prosodically con-
ditioned cases of CV metathesis (compensatory metathesis) involve temporal
shifts whereby the unstressed (word-peripheral) vowel comes to be coartic-
ulated more and more into the stressed (word-internal) position, eventually
leaving no trace. This model of prosodically conditioned CV metathesis im-
plies a relationship between stress and coarticulation in which the duration and
perceptual prominence of the stressed vowel can give rise to extreme anticipa-
tory coarticulation. Other factors that may facilitate this extreme anticipatory
coarticulation include size and distribution of vowel inventory, degree of vowel
variation, absence of secondary consonant articulations, absence of long con-
sonants and consonant clusters, increased duration of stressed syllables, and
relatively steady-state vowels (Blevins and Garrett 1998: 548). Phonetic stud-
ies show that, independent of prosodic effects, size of vowel inventory affects
V-to-V coarticulation. As suggested by Manuel and Krakow (1984) and Manuel
(1987), the size and distribution of a phonemic inventory may determine the lim-
its of phoneme variability: in a language with a relatively small vowel system,
formant frequencies of a vowel are more likely to be influenced by a vowel in an
adjacent syllable than in languages with larger vowel systems where acoustic
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variability is not as great. All cases of compensatory metathesis known to us are
found in languages with small vowel systems (three to five vowels), steady-state
vowels, and simple CV syllable structure.

2.3 CC coarticulation

Consonant clusters are typically subject to variation in casual or fast speech.
This variation has been argued to follow, to a great extent, from coarticulatory
effects (Kohler 1976; Barry 1984; Browman and Goldstein 1990). Coarticula-
tion within consonant clusters can have dramatically different acoustic effects
depending on the extent to which the articulatory gestures involved are inde-
pendent of each other. As demonstrated by Browman and Goldstein (1990),
deletion, insertion, and assimilation can all be attributed to gestural overlap,
with acoustic consequences following from the nature of the independent ges-
tures and the extent to which they overlap.

We suggest in section 3.3 that the most common types of stop metathesis
(PK > KP, TP > PT) are the result of extreme gestural overlap. There are
several logically possible patterns of gestural overlap in VC1C2V sequences.
One possible pattern is medial overlap of gestures with VC1 and C2V transitions
intact. Linear order remains constant, and an excrescent segment may emerge
if the two consonants differ in laryngeal or manner features (Ohala 1974). A
second possibility is ‘swallow-up’ overlap, with the closure and release of one
of the two consonants containing the closure and release of the other. If the two
consonants share laryngeal and manner features, then one completely hides
the other, with the surface effect of total assimilation or deletion. Finally, if
closure and/or release of two consonants with distinct articulatory gestures are
nearly simultaneous, place of articulation cues become difficult to recover. If
the righthand cluster edge contains unambiguous release cues, it is possible to
reanalyse C1C2 as C2C1. This possibility appears to be entirely dependent on
the perception of nearly simultaneous closure of C1 and C2 as an instance of C2,
and in cases known to us it is limited to certain combinations of place features.
In one subtype the clusters in question are labial-velar stop sequences; another
involves coronal-noncoronal stop sequences. In both cases, coarticulation can
result in nearly simultaneous closure, with labial release following velar release
in the first case and with coronal release following noncoronal release in the
second case. These metatheses are both unidirectional, respectively yielding
velar-labial and noncoronal-coronal stop sequences.

We suggest that the unidirectionality of velar-labial stop metathesis reflects
the same factors that underlie the phonetics of labial-velar stops (Connell 1994),
which represent the extreme case of gestural overlap. In all labial-velar stops,
the acoustic and articulatory record shows that velar release occurs before labial
release (usually by 30–60 ms). Velar closure always precedes labial closure or
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is synchronous with it, but as noted by Connell (1994: 451), even where velar
and labial closures are synchronised, ‘the auditory impression is of an earlier
velar closure’. In short, KP > PK metathesis is unattested because extreme
coarticulation in such clusters leads naturally to a KP percept.

Gestural overlap may also explain unidirectionality in coronal-noncoronal
stop metathesis, as well as illuminating an asymmetry in coronal-noncoronal
stop assimilation patterns. As Bailey (1969, 1970) and Blust (1979) observe,
there are striking parallels between possible place assimilation and attested
metathesis in coronal-noncoronal clusters. In metathesis, coronal-noncoronal
clusters invert position, giving rise to noncoronal-coronal clusters, but the re-
verse metathesis is unattested. A parallel asymmetry in the assimilation of
heterorganic stop clusters in English is illustrated in (5) with examples from
Blust (1979: 103).

(5) Assimilation No assimilation
tp footprint, hit parade pt riptide
tk suitcase, catcall kt cocktail
db goodbye bd rubdown
dg headgear dg dogdays
nm fanmail, gunman mn room number

ŋn hangnail

Regressive assimilation is possible and common in coronal-noncoronal clusters,
but not perceptually salient for noncoronal-coronal clusters. These observations
now have ample acoustic and articulatory support (e.g. Zsiga 1994; Byrd 1996),
allowing us to conclude for English that gestural overlap in coronal-noncoronal
stop clusters is greater than in noncoronal-coronal clusters, and that in coronal-
noncoronal stop clusters the lips or tongue body often move toward closure
in production of a noncoronal before closure for the coronal stop is achieved.
We hypothesise that, as with labial-velars, the percept of simultaneous coro-
nal and noncoronal closure can be one in which noncoronal closure features
prevail.7

2.4 Auditory-stream decoupling

A number of regular metatheses involve sibilant-stop or stop-sibilant sequences.
The primary acoustic cue for fricative manner of articulation, irrespective of
place of articulation and voicing, is the presence of aperiodic noise in the spec-
trum (Delattre, Liberman, and Cooper 1962). Jongman (1989) demonstrates
that the duration of this noise should be at least 20 ms. (In natural speech it is
usually much longer, around 100 ms.) This noise is most intense for sibilant
fricatives.
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While there is still much work to be done on the acoustics and percep-
tion of sibilant noise, a number of studies suggest that, in consonant clusters
containing sibilants, the sibilant noise somehow distracts the listener, leading
to high confusion rates with respect to the linear order of segments (Bregman
1990). Specifically, there is a tendency to decouple sibilant noise from the
rest of the speech stream, and this decoupling can result in dramatic misper-
ceptions.8

An additional and possibly contributing factor is the misperception of frica-
tives as affricates or stops, and vice versa. Several studies demonstrate that
the onset of noise must be fairly gradual for a segment to be perceived as a
fricative. If it is too abrupt, the stimulus will be perceived as an affricate or a
stop (Gerstman 1957; Cutting and Rosner 1974; Keating and Blumstein 1978;
Cutting 1982). Even expert listeners have been found to perceive short intervals
of sibilant noise as stops (Whalen 1991).

3 Typology of metathesis

In this section we will discuss the four different metathesis types identified in (3),
showing how their properties receive natural explanations in the evolutionary
phonology framework.

3.1 Perceptual metathesis

In cases of perceptual metathesis, a segment (or feature) with elongated phonetic
cues as discussed in section 2.1 shifts its linear position in a phonological string.
Our view is that this partly reflects the perceptual difficulty of localising the
origin of a phonetic cue with long-distance effects. The result of perceptual
metathesis is a ‘mistake’ from the point of view of the previous linguistic system:
a segment (or feature) is reinterpreted as originating in a new position within
the elongated span. This will involve the transposition of adjacent elements in
some cases, and in other cases the metathesis will be nonlocal. Since we have
already surveyed perceptual metathesis in adjacent CV sequences (Blevins and
Garrett 1998), we focus here on other perceptual metathesis contexts: local CC
metathesis and long-distance metathesis.9

The ‘disproportionately high (and widespread) frequency of occurrence of
liquids in metathesis’ is called ‘proverbial’ by Ultan (1978: 375), and we begin
with several cases involving rhotics. First, in the prehistory of Classical Arme-
nian (Grammont 1908; Schmidt 1981; Ravnæs 1991), the linear order of stop
(or affricate) + r clusters was regularly inverted, in initial as well as medial
position. This is shown in (6).
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(6) Indo-European Armenian
a. *kjubhros > *subr(V) > surb ‘holy’

*bhidros > *bhitrn(V) > birt ‘rigid, rude’
*megjhri > *medz	 r(V) > mer �dz ‘near’

b. *dhabhros > *dabrin > darbin ‘smith’
*swidros > *khitrn > khirtn ‘sweat’

c. *bhrātēr > *brājr > el�bajr ‘brother’
*bhrēwr > *brewr > al�bewr ‘spring, well’
*drakju > *trasu- > artasu- ‘tear(s)’
*gwrāwōn > *kran > erkan ‘millstone’

Note that a prothetic vowel e (or a, if u or w follows) arose in Armenian words
beginning with a rhotic. In the first two forms in (6c), l� < *r as a dissimilatory
effect of the following r.10

A comparable sound change has occurred in Rendille (a Cushitic language
spoken in Kenya) and is still manifested in synchronic alternations involving
underlying obstruent-r and nasal-r sequences (Heine 1976; Oomen 1981; Sim
1981). The metathesis is shown in (7a) and (8a); the forms in (7b) and (8b) are
for comparison.

(7) 2 sg. = 3 sg. fem. 1 sg. = 3 sg. masc.
a. ‘see’ ágar-te árg-e

‘shiver’ �ámar-te �árm-e
‘sleep’ údur-te úrd-e

b. ‘be full’ 
́arag-te 
́arg-e

(8) Singular Plural
a. ‘bag’ ugár urg-ó

‘clothing’ dafár darf-ó
‘mother’ abár arb-ó

b. ‘gate’ arı́t art-ó

In the Armenian and Rendille metatheses, an original Cr sequence inverts its
order: Cr > rC. While common, this is not the only pattern for rhotic metathesis.
A regular rð > ðr sound change has occurred in several eastern dialects of
Judeo-Spanish (Ladino). This is shown in (9) with data from the Istanbul dialect
(Subak 1906: 171–2) as well as standard Spanish for comparison.

(9) Standard Spanish Istanbul Judeo-Spanish
tarde la taðre ‘evening’
bastardo bastáðro ‘bastard’
verdura veðrúra ‘verdure’
cuerda kwéðra ‘cord’
cordero koðréro ‘lamb’
sordo sóðro ‘deaf’

Note that standard rd is [ɾð] and Judeo-Spanish r is [ɾ].11
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Two interesting points about the directionality of metathesis emerge from the
patterns in (6–9). First, directionality is independent of pre-existing phonotac-
tics, since Armenian, Rendille, and Spanish all had both Cr and rC clusters prior
to metathesis. Second, the directionality of the Armenian and Rendille metathe-
ses, affecting various Cr cluster types, differs from that of the Judeo-Spanish
metathesis, affecting only [ɾð] clusters. We suggest that the perseverative na-
ture of the Judeo-Spanish rhotic shift may be a consequence of coarticulatory
effects.

The three rhotic metatheses discussed above operate locally, transposing ad-
jacent segments only. Long-distance liquid metathesis has occurred as a sound
change in South Italian dialects of Greek (Rohlfs 1950, 1964).12 In these di-
alects, prevocalic r or l in a noninitial syllable has been transposed into the
initial syllable in certain circumstances. This occurred whenever (i) the liquid
was positioned after an obstruent and either (iia) the initial syllable had a prevo-
calic noncoronal obstruent or (iib) the liquid was r and the initial syllable had a
prevocalic t. If these conditions were satisfied, the liquid moved into prevocalic
position in the initial syllable. As shown in (10), this resulted in word-initial
(s)Cr clusters.13

(10) Classical Greek South Italian Greek
a. *bóthrakos vrú�ako ‘frog’ (Rohlfs 1924:

15–16; 1933: 19)
febru´̄arius (L) frevári (O) ‘February’
gambrós grambó ‘son-in-law’
kópros krópo (O) ‘dung’
khondrós xrondó ‘thick’
pastrikós prástiko ‘clean’
pikrós prikó ‘bitter’
tágistron trástina ‘food bag’

b. fákula (L) > *fákla fláka ‘torch’
*fúskla *flúska ‘chaff’ (Rohlfs 1933: 74–5)
spékula (L) > *spékla spléka ‘elevated place’

Contexts where the metathesis fails to occur are illustrated in (11).

(11) Classical Greek South Italian Greek
a. kalós kaló ‘attractive’

kardı́a kardı́a ‘heart’
parathýra para�ı́ra ‘side door’

b. ánthrōpos á�ropo ‘man’
lūtrón lutró ‘bath’ (place name)
métron métro (O) ‘measure’
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nephrós nefró ‘kidney’
*pléktra plé�tra ‘plait’

c. dákryon ðákri ‘tear’
déndron ðendró ‘(oak) tree’
dipl ˆ̄us ðipló ‘doubled’
kyklı́on tʃ	 iklı́ ‘small circle’
*séklion sékli ‘beet greens’
tábula (L) > tábla távla ‘table’

The data in (11a) show that intervocalic and preconsonantal liquids are unaf-
fected, and (11b) shows that liquids are transposed only into initial syllables
with prevocalic obstruents. The data in (11c) show that metathesis never yields
clusters consisting of a coronal obstruent plus l (e.g. tl, sl, ðl, tʃl	 ) or consisting
of a coronal fricative or affricate plus r (e.g. ðr, tʃr	 ). This is interesting because
some inherited clusters of these types do exist. Compare, for example, the first
two forms in (11c) with the forms in (12).

(12) Classical Greek South Italian Greek
drákōn ðráko ‘dragon’
dráks ðráka ‘handful’
drómos ðrómo ‘way’

The failure of metathesis in ðákri ‘tear’ (not *ðráki) cannot be attributed to struc-
ture preservation and has no obvious interpretation in the phonetic optimisation
approach.

Perceptual metathesis involving labialisation and palatalisation is also well
attested (Blevins and Garrett 1998). Here the difference between CV and CC
metathesis is minimal, being essentially the positionally determined differ-
ence between VCu > VwC and VCwV > VwCV metathesis. Comparable long-
distance cases are found among the Ethiopian Semitic labialisation and palatal-
isation processes described by Hetzron (1971; 1977: 45–9), Rose (1997), and
other authors.

Perceptual metathesis also involves pharyngeals. For example, a synchronic
adjacent-element pharyngeal metathesis has been reconstructed for Proto-
Indo-European, and regular pharyngeal interpolation into adjacent vowels has
occurred in the history of Cypriot Greek; both cases are cited in Blevins
and Garrett 1998. A local pharyngeal metathesis is said to exist in Rendille,
where ‘the pharyngeal fricative switches with an adjacent consonant when
preceded by the low vowel /a/’ (Hume 1997: 294). This is illustrated in (13)
by three plural nouns and verbs (Heine 1976: 214; 1978: 73; Oomen 1981:
50, 63).
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(13) Non-prevocalic Prevocalic
a�am (sg.) am� -a (pl.) ‘eat!’
ba�áb (sg.) bab� -ó (pl.) ‘armpits’
sa�ab (sg.) sab� -o (pl.) ‘clap of hand’

Other forms, however, apparently fail to undergo this metathesis. Thus the
word sá�ta ‘tomorrow’ (Heine 1976: 222) has a surface [a�C] sequence in an
apparently underived context, and the prevocalic forms cited in (14) from Heine
(1976: 213, 220) lack metathesis despite being generally comparable to those
in (13).

(14) Non-prevocalic Prevocalic
bı́�i- bá�c- ‘remove’
na�as (sg.) na�s-ó (pl.) ‘breast’

A possible explanation suggests itself if, as these data suggest, the real gener-
alisation is that a�C → aC� metathesis occurs only when C is voiced. Since
only voiced segments are compatible with the spread of the voiced pharyngeal
articulatory gesture, this extended feature is blocked by a following voiceless
consonant. Restriction of the vocalic context to a is natural too, since an ex-
tended feature is especially likely to be mislinearised (to undergo metathesis)
if it is hard to perceive in its original location.14

A long-distance pharyngeal metathesis occurs in the Interior Salish language
Nxilxcı́n (Colville). In Nxilxcı́n, roots whose citation forms begin with a Cʕ
cluster surface as such in forms with root stress, but in forms with suffix stress
the pharyngeal instead surfaces immediately before the stressed vowel. In (15)
this process, called ‘pharyngeal movement’ by Mattina (1979), is illustrated
with contrasting forms derived from four different roots. In each case, the first
form cited has stress on the root while the second form has stress on a suffix;
the pharyngeal regularly precedes the stressed vowel.15 For clarity we underline
the root in all forms.

(15) Root (and suffix) Forms with root vs suffix stress
a. 
ʕac ‘soak(ed), drip’ c-k-
ʕ àc-p ‘(it) still had a drop’ (S #308)

(-əp) c-
ə-
c-ʕ áp ‘(it) had water on’ (S #346)
b. q’wʕ áy ‘black, soiled’ q’wʕ áy-lqs ‘preacher’ (S #655)

(<‘black robe’)
(-ı́c’aʔ) i-s-t-q’wəy- ‘I am dirty’ (S #753)

ʕ ác’aʔ
c. sʕ áy ‘make noise’ sʕ áy ‘they are noisy’ (S #890)

(-əncút) sy-m-əncʕ àt ‘they make noise’ (S #563)
d. � ʕ ál ‘day(light)’ s-� əl-� ʕ àl-t ‘day’ (S #8)

(-úl’axw) � əl-p-ʕ ál’axw ‘it’s daylight’ (Mattina
1979)
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This case too is readily analysed in our framework. Unstressed vowels in Inte-
rior Salish languages are typically either reduced or deleted – an effect which
could only enhance the intrinsic difficulty of hearing pharyngeals.16 For the pre-
history of Nxilxcı́n, we assume that pharyngealisation had an extended phonetic
domain, that it was hard to perceive, and therefore sometimes not perceived in
its original (root-internal) position when the root was unstressed, and that the
linear position of this feature was then reinterpreted as being in the position
where it was perceived, namely in the stressed syllable. This change results in
perceptual optimisation, for the natural reason that what is harder to hear is
sometimes not heard, but our account does not invoke perceptual optimisation
as a mechanism or cause of the change.

Local and long-distance glottalisation metathesis is widespread. An inter-
esting long-distance case is found in the Interior Salish language Secwepem-
ctsı́n (Shuswap). According to Kuipers (1974), Secwepemctsı́n nonsyllabic
glottalised sonorants do not surface as such in postconsonantal position.
The sample data in (16) show various surface forms associated with a sin-
gle suffix containing a glottalised sonorant. If an underlyingly glottalised
sonorant is postconsonantal and to the right of the main accent, then its
glottalisation shifts either leftward onto an immediately post-tonic sono-
rant (as in ‘priest’, ‘break off boughs’, ‘I heat stones’), if there is one, or
rightward onto an immediately following syllabic sonorant (as in ‘to heat
stones’).17

(16) Roots and suffixes Derived forms
a. -él’qs ‘clothing’ t-kwltk-él’qs ‘underwear’

q’wey- ‘black’ q’wéy’-lqs ‘priest’
b. -ı́l’əp ‘foundation’ c’lxw-ı́l’əp ‘chair’

q’iw- ‘break’ c-q’ı́w’-ləp ‘break off boughs
for bedding’

c. -ésxn’ ‘rock’ t-�y-ésxn-m’ ‘to heat stones’
�ey- ‘heat’ t-�yéy’sxn-m-kn ‘I heat stones’

This case is of special interest not just because it involves a long-distance
metathesis, but because the metathesis is strictly featural: glottalisation is de-
tached from its segmental source.

A comparable long-distance featural metathesis has occurred in the his-
tory of Marathi, where aspiration (or breathy voice) has regularly shifted
to word-initial position from the onset of a second syllable. This can be
seen in (17), comparing Marathi forms with their Sanskrit ancestors and in
some cases with more proximately related Prakrit forms (Bloch 1915; Turner
1962–66).
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(17) Sanskrit Prakrit Marathi
a. duhitr� - duhia- dhu�v ‘daughter’

gr� h�āti ga�ha�ti ghe�ẽ ‘takes, seizes’
jabhati d�	 ha�ẽ ‘copulates’
kak�a- kakkha- kã�kh, khã�k ‘armpit’
ka�hina- ka
hi�a- ka
hi��, kha
i�� ‘hard’ > ‘difficult’
mahattara- mha�ta�ra� ‘greater’ > ‘old’
mahi�a- mahisa- mhais ‘buffalo’

b. asthi atthi- ha�d ‘bone’
o��ha- o��ha- õ�h, hõ� ‘lip’

Aspiration in (17a) has shifted to a word-initial consonant or consonant cluster;
in the originally vowel-initial words in (17b), aspiration has shifted to initial
position. Note that by-forms with and without metathesis are said to exist in
several cases.

Two general issues arise in the analysis of long-distance perceptual metathe-
sis. The first concerns directionality effects. As we note elsewhere (Blevins and
Garrett 1998), in cases known to us a segment or feature moves either into an
initial syllable or into a position defined by proximity to stress. Examples of
the stress type include the Nxilxcı́n and Secwepemctsı́n metatheses in (15–16)
above; examples of the initial-syllable type include the South Italian Greek
and Marathi metatheses in (10) and (17) above, Romani aspiration metathesis
(Matras 2002: 35–6), and r metathesis in Luchonnais Gascon (n. 12) and
Sardinian (Geisler 1994; Molinu 1999). Both patterns involve movement into
what is plausibly regarded as a relatively prominent position. In phonetic op-
timisation approaches, this could be related to ease of perception: a liquid,
pharyngeal, or laryngeal surfaces in a position where perception is optimised.
The same patterns can also easily be explained on our approach: if a segment
(or feature) has extended cues of the sort responsible for perceptual metathe-
sis, then if its linear origin is misperceived it is likelier to be misperceived as
originating in a more perceptually salient (prominent) position.

A second general issue concerns blocking in long domains. A referee notes
that our analysis predicts that ‘when there is a blocker (a gesturally incompatible
segment that blocks coarticulation or the long cue extension) there should be
no metathesis’. This prediction distinguishes our account from the phonetic
optimisation approach, and it seems to be the correct prediction. For example,
as seen in (18a), the South Italian Greek liquid metathesis in (10) above was
not restricted to adjacent-syllable transpositions.

(18) Classical Greek South Italian Greek
a. kapı́strion krapı́sti ‘halter’

konū
′
kula (L) > *konū

′
kla klonúka ‘distaff’

pédiklon plétiko (O) ‘fetter’
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b. skólumbros skulı́mbri ‘wild artichoke sp.’
*spélendron spélendro ‘watercress sp.’
kharádra xaráðra ‘fissure’

As shown in (18b), this transposition did not occur if there was an intervening
liquid.18 Local metatheses too, as noted in section 2.1, show blocking effects
in the form of contextual constraints.19

3.2 Compensatory metathesis

We use the term ‘compensatory metathesis’ for the sound changes schematised
in (19), where a vowel at the edge of the phonological domain undergoes pho-
netic weakening in quality and duration, with compensation for this weakening
in terms of anticipatory or perseverative coarticulation of the original peripheral
vowel quality in nonperipheral stressed position.

(19) Right edge: · · · V
′
1CV2] > · · · V

′
1V2CV�2] > · · · V

′
1V2C]

Left edge: [V1C V
′
2 · · · > [V�1CV1V

′
2 · · · > [CV1V

′
2 · · ·

Our diachronic analysis of compensatory metathesis is simple. VCV sequences
undergo extreme V-to-V coarticulation, with one vowel persevering or antici-
pating itself in full as the unstressed vowel gradually shifts its temporal align-
ment to the stressed syllable. Relevant phonetic literature was summarised in
section 2.2.

Rotuman, an Oceanic language, instantiates the right-edge sequence in (19),
which occurs within a final trochee; Ngkot��, a Northern Paman language of Aus-
tralia, exemplifies these sound changes occurring within word-initial iambs.20

Representative examples are cited in (20–21).

(20) Rotuman
seséva → seséav ‘erroneous’
tı́ko → tı́ok ‘flesh’
fúti → fýt ‘to pull’
móse → mǿs ‘to sleep’

(21) Ngkot��
*alı́- > láj- ‘to go’
*amı́- > máj- ‘up’
*i·ná- > njá- ‘to sit’
*ulán > lwán ‘possum’

All cases of compensatory metathesis known to us are identified and de-
scribed in Blevins and Garrett 1998: 527–39. Compensatory metathesis has
occurred independently in several Austronesian languages and in five branches
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of Pama-Nyungan. This attested limitation to the Austronesian and Pama-
Nyungan families is unsurprising in the context of our analysis: within both
language families, the requisite prosodic contours are found, vowel systems
are small, diphthongs are for the most part absent, and secondary consonantal
articulations are relatively uncommon.

3.3 Coarticulatory metathesis

Coarticulatory metathesis is a type of metathesis with articulatory origins. As
outlined in section 2.3, extreme coarticulation is possible in a sequence of stops,
each of which involves closure of a distinct articulator. When C1C2 gestural
overlap results in nearly simultaneous closure, with C1 released after C2, a
C2C1 cluster may be perceived. There are two identifiable subtypes, labial-
velar stop sequences and coronal-noncoronal stop sequences, which we discuss
in turn.

We begin with labial-velar stop sequences. We are aware of at least four
independent cases of a PK > KP sound change, but no cases of a KP > PK
sound change.21 As suggested in section 2.3, the unidirectional nature of this
metathesis may be related to the phonetic properties of coarticulated labial and
velar stops. In at least one language, the coarticulation of labial-velar sequences
appears to be optional, resulting in optional metathesis. In the Micronesian
language Mokilese, as seen in (22), all /pk/ sequences are optionally realised as
[kp] (Harrison 1976: 45). No such reordering occurs with any other consonant
clusters, nor are Mokilese /kp/ sequences (as in /likpia/ ‘flying fish with eggs’)
ever realised as [pk].

(22) /apkas/ [apkas], [akpas] ‘now’
/kapki�la/ [kapki�la], [kakpi�la] ‘to drop’
/dipkelkel/ [dipkelkel], [dikpelkel] ‘to stumble’

A PK > KP metathesis is also found in some Bisayan languages. For example,
according to Zorc (1977: 54), Aklanon has no surface bg clusters; historical *bg
and underlying /bg/ clusters surface with metathesis as gb. The two examples in
(23) are given with Cebuano comparanda to show surface bg in another Bisayan
language.

(23) Cebuano Aklanon
lı́bgus lı́gbus ‘mushroom’
palı́bga palı́gba (/pa-libug-a/) ‘confuse him’

Finally, in two more poorly documented cases, a similar Klamath metathesis
is cited by Barker (1964: 97) and a *pk > kp change is suggested by the
comparison of Wiyot kbad /kpat/ ‘pitchwood’ and Yurok pkenc ‘pitch’ from
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Proto-Ritwan *pkanc (Berman 1990: 432–3; Algonquian cognates show that
the original sequence was *pk).

Further support for our coarticulatory account comes from the common type
of sound change in which a coarticulated labiovelar becomes a velar-labial se-
quence: w > γw, w > gw; pγ >kp	 , bγ >gb	 , mγ > ŋ	m; pγ > kw, bγ > gw, mγ > ŋw.
Changes like the first two (e.g. w > gw) are found in several early Indo-European
languages, while the last six changes are found in some Oceanic languages. For
instance, Proto-Oceanic *pγ , *bγ , and *mγ respectively are reflected as kp	 , gb	 ,
and ŋ	m in Mwotlap and as kw, gw, and ŋw in Western Fijian (Ross 1998: 16–17).
If the labiovelars are segments whose independent gestures are phonologically
unordered, then their phonologisation as velar-labial sequences likely reflects
the same phonetic factors referred to above: the velar closure prior to labial clo-
sure as the jaw closes, and simultaneous or nearly simultaneous closure having
the percept of velic closure.

The unidirectionality of the Mokilese, Klamath, Bisayan, and Wiyot changes,
as well as the variation characteristic of the first two cases, both support our
view of these alternations as coarticulatory metathesis. As a coarticulatory
effect KP > PK would not be expected, since coarticulated velar-labial stop
clusters would be expected to maintain their linear sequencing properties or
to show (perceptual) reanalysis to KK, PP, K, or P. The variation described
for these phonological sequences parallels the variation inherent in other ef-
fects of gestural overlap, like the assimilatory effects noted for English in
section 2.3.22

We turn now to coronal-noncoronal stop sequences. We know four exam-
ples of metathesis affecting such sequences, two of which are in closely related
Austronesian languages. As suggested in section 2.3, the unidirectional nature
of TP > PT and TK > KT changes seems to be related to the degree of ges-
tural overlap in coronal-noncoronal clusters as opposed to noncoronal-coronal
clusters. We hypothesise that, as with nearly simultaneous velar and labial clo-
sures, nearly simultaneous coronal and noncoronal closures provide a percept
that is noncoronal. Such a case is found in the prehistory of ancient Greek,
where *tk > kt and *tp > pt regularly, though the relevant clusters only oc-
curred in the two words *kwı́d-pe > *kwı́tpe > tı́pte (a particle) and *tı́tkō >

tı́ktō ‘I bear’ (Lejeune 1972: 70; Rix 1992: 96). As with PK > KP changes,
stops agree in all manner and laryngeal features and differ only with respect to
place of articulation, with distinct articulators involved, allowing for gestural
overlap.

Similar metatheses have occurred in the history of some Central Philippines
languages. Blust (1979) discusses data from Tagalog and Cebuano Bisayan,
languages in which T{P,K} > {P,K}T can also be viewed as a regular sound
change. Representative Cebuano Bisayan data are cited in (24) from Blust
(1979: 110).
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(24) Metathesis No metathesis
nm inum : imn-a ‘drink’ mn damán : damn-un ‘talk,

walk in one’s sleep’
nŋ tunúŋ: tuŋn-a ‘directly at a point’ ŋn iŋún : iŋn-un ‘say, tell’
tp atúp : atp-an, apt-an ‘roof’ pt sáput : s-al-apt-un

‘bad temper’
tk litik : litk-an, likt-an ‘snap the kt lakát : lakt-un ‘walk’

fingers’ kp dakúp : dakp-an ‘arrest’

The Cebuano Bisayan facts are especially interesting because, as in Mokilese
and Klamath, there are both metathesised and unmetathesised variants for
obstruent clusters, suggesting that metathesis is directly related to degree of
gestural overlap in the phonetic component. Metathesis with nasal clusters ap-
pears to be obligatory. It is also interesting to note that Bisayan languages
show both PK > KP and T{P,K} > {P,K}T, since we are suggesting the same
articulatory phonetic explanation for both phenomena.

A final case described by Blust (1979) is found in the historical phonology
of Leti and Moa, two Austronesian languages of the Lesser Sunda group. Leti
is well known for its synchronic CV metathesis alternations (van der Hulst
and van Engelenhoven 1995; Hume 1998), which arose historically from the
telescoping of final vowel copying and medial vowel syncope (Mills and Grima
1980; Blevins and Garrett 1998: 541–7). Blust shows that regular CC metathesis
has also occurred just in case syncope results in a coronal-noncoronal cluster
with shared manner and laryngeal features; cf., e.g., *saRman > Leti semna
‘outrigger float’ vs *inum > Leti emnu ‘drink’ and *tanem > Leti tomna, Moa
tamna ‘to plant’.

Table 5.2. Some attested regular sibilant metatheses

Language Metathesis Source

Old English sk > ks (25) below
Faroese sk > ks / t Lockwood 1955: 23–4
Lithuanian coronal fricative + velar stop Seo and Hume 2001

> k + fricative / t
Colloquial French ks > sk / # (26) below
Savoyard *ts > st /# Ultan 1978
Classical Aramaic languages *t + sibilant > sibilant + t / V V Malone 1971, 1985, 1999
Ancient Greek *dz > zd Lejeune 1972: 113–16
Calabrian Greek ps > sp Rohlfs 1950: 74–6
Dutch ps > sp Stroop 1981– 2
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3.4 Auditory metathesis

As discussed in section 2.4, auditory-stream decoupling leads to metathesis
involving sibilants. Regular sibilant-stop and stop-sibilant metatheses are listed
in table 5.2; we will discuss two examples here. The first is a well-documented
case in the late West Saxon dialect of Old English (Weyhe 1908; Campbell 1959:
177–8; Luick 1921–40: 913–14; Jordan 1974: 168–70). In this dialect sk clusters
regularly inverted their linear order and became ks clusters. The examples in
(25a) show word-final metathesis; intervocalic metathesis is shown in (25b);
and (25c) shows metathesis between a vowel and a sonorant.

(25) Old English Late West Saxon
a. frosk froks ‘frog’

husk huks ‘insult’
mask maks ‘meshes’ (neut. pl.)
tusk tuks ‘tooth’ (cf. tusk)

b. aske akse ‘ash’
a�skian a�ksian ‘to ask’
fiskas fiksas ‘fishes’
hneskian hneksian ‘to soften’
toska toksa ‘frog’
waskan waksan ‘to wash’

c. horsk (‘quick’) horkslic ‘dirty’
muskle muksle ‘mussel’
�erskan �erksan ‘to thresh’
�erskold �erksold ‘threshold’

In all the examples in (25), stress fell on the vowel immediately preceding the
metathesising cluster (i.e. the root syllable). It would therefore be possible in
principle to say that the change was restricted to immediately post-tonic position
(though the more general statement also remains possible in principle).

By contrast, according to Grammont (1923: 73), a ks > sk change has oc-
curred word-finally in colloquial French. The status of this example is somewhat
unclear, since Grammont gives no phonetic or dialectological details, but in (26)
we cite examples he mentions.

(26) Standard Colloquial
fiks fisk ‘fixed’ (fixe)
lyks lysk ‘luxury’ (luxe)
sεks sεsk ‘sex’ (sexe)
aks ask ‘axis’ (axe)
feliks felisk ‘Félix’ (Félix)



140 The evolution of metathesis

The Old English and French changes are apparently mirror images, sk > ks
and ks > sk, with both occurring in final position. Citing several of the cases in
table 5.2, Steriade (2001: 234–5) argues that all systematic ST > TS reorderings
result in postvocalic stops, while all TS > ST metatheses result in prevocalic
stops. In each case, she argues, stop cues are improved by providing a previously
lacking VC or CV transition respectively; as she points out, French final stops
are released. Yet the Old English change yields intervocalic ks clusters, and
thus seems to contradict Steriade’s claim.

We suggest that the crucial difference between the Old English and French
examples may be prosodic. French has (weak) final stress, and this final stress
could result in final sibilants being longer than medial ones; in (25), by con-
trast, the affected sk clusters were preceded by the strong initial stress of (Old)
English.23 The general pattern, we speculate, is that longer sibilants may in-
duce a greater confusion effect on segmental order and are thus more likely
to undergo metathesis with an adjacent stop. The apparent mirror-image ef-
fect that arises in comparing these two examples may thus be a by-product of
independent differences in the languages’ prosodic systems.

4 Phonetic explanations in phonology

At least two general issues emerge from the typological survey of metathesis
in section 3. Before summarising our findings in section 4.3, we discuss gaps
in the metathesis typology in section 4.1 and the general issue of directionality in
section 4.2.

4.1 Typological gaps in metathesis patterns

Our approach to sound change predicts that certain logically possible metathesis
types should not exist. One such type is the inversion of sequences consisting
of a nasal and an oral stop. Given the articulatory requirements of nasal and oral
stops, there is no way for nasality or orality to migrate across a neighbouring
segment without directly affecting it; in such clusters assimilation is natural,
but not metathesis. We thus predict that local nasal-obstruent metathesis should
not occur as a sound change.24 By contrast, the phonetic optimality approach
predicts that at least intervocalic TN > NT metatheses are well motivated:
TN clusters are rare while NT clusters are common (the only nongeminate
clusters in some languages); and stop contrasts are relatively easy to perceive
in prevocalic position.

For these reasons, the question of whether nasal-obstruent metathesis exists
as a sound change offers a way of testing the two approaches. The litera-
ture does contain several cases where nasal-obstruent metatheses have been
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proposed, but in all such cases, we contend, other explanations not involving
metathesis are available. The examples fall into two classes. The first class
consists of three cases where there is no phonological process (neither a sound
change nor a synchronic process) involving nasal-obstruent metathesis, and
where metathesis has simply been erroneously proposed.25 The second class
consists of cases where there are synchronic metathesis patterns which, how-
ever, did not arise via any metathesis sound change. For these cases, restricted
to a set of East Cushitic and South Omotic languages, we have shown elsewhere
that the relevant patterns originated via a morphological process we call ‘ana-
logical morphophonology’.26 In short, contrary to the assumptions of earlier
work, careful analysis reveals that there are no cases in which local nasal-
obstruent metathesis can be shown to have occurred as a sound change. This
is predicted by our view of metathesis, while the phonetic optimisation view
not only fails to predict it but predicts the opposite pattern for certain phonetic
contexts.27

Other unattested metathesis sound changes include the inversion of
velar-labial and noncoronal-coronal stop sequences, despite well-attested
PK > KP and T{P,K} > {P,K}T changes (section 3.3). The phonetic optimisa-
tion model of sound change also apparently predicts the existence of pg >

gp changes (n. 22) or a hypothetical V1npV2 > V1nV2p metathesis (in
which the place cues of a nonhomorganic nasal are optimised by intervocalic
positioning).

In addition to metathesis types that should not occur as sound changes, our
approach predicts the possible existence of some metathesis patterns that we
have not yet encountered. Such predicted but unattested metatheses include
ɾV > Vɾ (or the reverse). The articulation of taps typically involves transitory
vowels preceding and following the brief constriction; if a phonetically pre-
dictable transition is reinterpreted as a full vowel, and a historical vowel is
reinterpreted as a transition, metathesis will have occurred. (This potential
metathesis type is not easily situated in our current typology.) The auditory-
stream decoupling we have suggested as an explanation for sibilant metatheses
(sections 2.4, 3.4) also predicts the possibility of similar metatheses for other
noisy segment types such as [
] and clicks, though, again, no such examples are
yet known to us.

Apparent counterexamples to observed typological patterns highlight impor-
tant provisos on the general role of phonetics in phonology. Such examples
demonstrate that regular synchronic phonological metatheses are a superset
of those that can arise through purely phonetic sound change, and thereby
contribute to the literature on phonological alternations that do not reflect
phonetic naturalness or phonological markedness.28 Three known pathways
other than sound change by which metathesis alternations may arise are listed
in (27).



142 The evolution of metathesis

(27) Sources of metathesis alternations other than sound change
a. Loan adaptation, e.g. Spanish (n. 25)
b. Telescoping (epenthesis + deletion), e.g. Leti, Najdi Arabic (Blevins

and Garrett 1998), Classical Mandaic (Malone 1995)
c. Analogical morphophonology (Garrett and Blevins in press)

This list excludes erroneous analyses as well as cases whose diachrony remains
unclear.

4.2 Directionality patterns

Many specific types of metathesis show directionality effects; a (schematic)
metathesis XY > YX may be well attested while the reverse metathesis YX >

XY is undocumented in the world’s languages. Our model of sound change
would fail to predict such asymmetries if all misperception patterns were sym-
metric, but in fact the various articulatory, acoustic, and perceptual factors
underlying misperception and sound change are often intrinsically asymmetric
(Guion 1996, 1998; Plauché 2001). Our metathesis survey in section 3 shows
several directionality patterns that follow from our general model. We have
already mentioned the unidirectionality of PK > KP and T{P,K} > {P,K}T
metatheses, which follows from the intrinsic articulatory properties of stops of
various places of articulation (sections 2.3, 3.3). Another pattern apparent from
our research is that long-distance metathesis shifts liquids, pharyngeals, and la-
ryngeal segments into relatively prominent (i.e. initial or stressed) positions but
not into less prominent positions, a pattern that follows from the greater likeli-
hood of not perceiving phonetic cues in positions where they are relatively hard
to perceive (section 3.1). Similarly, a common metathesis pattern is AXY >

AYX (or YXA > XYA), where A and X share features (and A and Y need not);
examples include Rendille pharyngeal metathesis (13), Old English r metathe-
sis (n. 14), and Le Havre French r metathesis (Blevins and Garrett 1998). The
reverse pattern (e.g. AYX > AXY) is undocumented. This asymmetry (‘like
elements repel each other’) is easily explained: an extended phonetic feature
is less likely to be perceived in a position adjacent to a segment that possesses
the same feature; it is more likely to be perceived (and then reinterpreted as
originating) in a position farther away from such a segment.29

4.3 Summary and conclusion

We have had three main goals in this chapter. First, we have offered an em-
pirically motivated typology of metathesis sound changes in the languages of
the world. Diachronic metathesis sound changes are summarised in section 3.3,
table 5.2, and Blevins and Garrett 1998; synchronic metathesis patterns for
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which we posit other origins are cited in notes 25–26, (27), and Garrett and
Blevins in press. Our second goal, especially in section 2, has been to relate the
typology of metathesis to the findings of experimental phonetics; this should be
useful both to those who accept and to those who may doubt our overall argu-
ment. This overall argument has been our third goal: based on our analysis of
metathesis and its phonetic roots, we contend that reinterpretations of the ambi-
guities in real speech are the main force driving sound change. In particular, the
majority of attested regular historical metatheses in the world’s languages can
be explained as the result of phonetically natural sound changes in which coar-
ticulation leads to a segment or feature being perceived in some nonhistorical
position. Perceptual metathesis, compensatory metathesis, and coarticulatory
metathesis are all of this type. We have also argued that sibilant-stop metatheses
result from inherent perceptual difficulties in recovering sequential order from
sibilant-stop and stop-sibilant clusters.

Just as phonetic studies can inform phonology, our phonological typology
of metathesis suggests directions for further phonetic research. Attested com-
pensatory metatheses suggest that directionality of V-to-V coarticulation in
languages with unreduced vowels can be determined by the position of stress,
with the unstressed vowel anticipated or persevering into the stressed vowel.
Attested perceptual metatheses should encourage further research into pos-
sible long-domain effects of underdocumented phonetic features like aspira-
tion, breathiness, and glottalisation. Examples of coarticulatory metathesis raise
many interesting questions concerning complementarity between a percept of
assimilation or deletion in CC clusters and a percept of metathesis. Finally,
our account of attested sibilant/stop metatheses invokes a disruptive effect of
sibilant noise on perception of linear order, and the percept of a short or abrupt
sibilant (transition) as a stop: both hypotheses need to be rigorously tested by
a range of perceptual experiments.

We conclude that metathesis can indeed be explained in a phonetically natural
way based on the same assumptions required to understand other phonological
phenomena. Future studies of perception and acquisition can test our hypothe-
ses by investigating more precisely the conditions under which phonetic strings
are phonologically ambiguous or subject to reanalysis. Insofar as our explana-
tions are well founded, they suggest that phonetics determines emergent sound
patterns. The typology of metathesis largely follows from convergent evolution,
demonstrating the extent to which phonology is phonetically determined in the
diachronic dimension.
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Bayerischen Akademie der Wissenschaften, Philosophisch-historische Klasse, 4)
Munich: Verlag der Bayerischen Akademie der Wissenschaften.

(1964). Lexicon graecanicum Italiae inferioris: Etymologisches Wörterbuch der un-
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Notes

For valuable comments, criticism, and discussion we are grateful to Tom Field,
Bruce Hayes, Larry Hyman, Sharon Inkelas, Joe Malone, Ian Maddieson, Donca
Steriade, and participants in the second author’s Fall 1999 seminar at Berkeley. We
use the following abbreviations for segment classes: C = consonant, G = glide,
K = velar stop, N = nasal, P = labial stop, S = sibilant, T = stop or coronal
stop (depending on context), and V = vowel.

1. This corresponds to both ‘interversion’ and ‘metathesis’ (i.e. respectively local and
nonlocal metathesis) as defined in some earlier work (e.g. Grammont 1950).

2. Steriade is discussing stop-sibilant metathesis in particular (cf. section 3.4 below),
and her general claim may be restricted to that subtype. Note that it is not true
in principle that confusability is symmetric. For instance, Guion (1996, 1998) has
shown that English /ki/ is misperceived as /tʃ	 i/ (in certain experimental contexts)
significantly more often than /tʃ	 i/ is misperceived as /ki/; she argues that this asym-
metry is related to the well-known asymmetry in sound change whereby ki > tʃ	 i
is common but tʃ	 i > ki is not; see also Plauché 2001. It is not the case, as we will
show in detail for metathesis, that an asymmetry in sound patterns or sound changes
necessarily disproves a misperception account of their origins.

3. The possibilities increase if pharyngealisation can be associated with multiseg-
mental phonological domains, or if multiple pharyngeal glides are posited at the
phonological level.

4. See also Newton 1996 for references to other phonetic studies of English liquids
and their contrast.

5. Retroflex harmonies (dental > retroflex C assimilation across intervening V) are
also documented in several Dravidian languages (Subrahmanyam 1983: 361–3).
For general discussion of retroflex and other consonant harmonies, see Hansson
2001.

6. The Cayuga alternations clearly involve spreading of laryngeal features, though
metathesis as a phonological process may not yet be complete. It is irrelevant
that Cayuga lacks /hʔ/ or /ʔh/ clusters, since sound change need not be structure-
preserving; Cayuga laryngeal metathesis is demonstrably not structure-preserving
(Blevins and Garrett 1998: 519–20).

7. Bailey’s (1969, 1970) original argument was that the assimilation and metathesis
facts are evidence for the marked status of coronal-noncoronal clusters. Blust pro-
vides further evidence, and considers the possibility that this arises from perceptual
factors – in particular, a backward masking effect of noncoronal on coronal conso-
nants (1979: 116). After considering weaknesses of the perceptual account, Blust
(1979: 117) anticipates the kind of analysis we present when he concludes that ‘on
the basis of present evidence, it seems best to assume that the facts in question result
from an innate limitation on the production of speech’.

8. We are grateful to Bruce Hayes for helping us formulate these statements. The
common misperception of the positioning of [s] is demonstrated in a perception
experiment by Ladefoged (2001: 175), with accompanying CD. Consistent with
Ladefoged’s experimental results, there is at least one example of long-distance
sibilant metathesis in Ilokano, a Northern Philippine language (Anttila 1972: 75;
Tryon 1995); a representative example is Ilokano saaŋit ‘weep’ vs Aklanon taaŋis.
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9. All published reports of perceptual metathesis known to us are cited here or in other
general studies of metathesis (Grammont 1950; Ultan 1978; Hock 1985; Hume
1997, 2001; Blevins and Garrett 1998), or are included in this list of examples:
liquid metatheses in Bisayan (Zorc 1977: 54), Chawchila Yokuts (Newman
1944: 32), Old English dialects (Alexander 1985), Somerset English (Elworthy
1875: 74–5), West Midland Middle English (Jordan 1974: 158), Ko.nekor Gad-
aba (Bhaskararao 1980: 12–13), Oromo dialects (Heine 1980, 1981), Old Spanish
(Malkiel 1950), and South-Central Dravidian ‘apical displacement’ (Krishnamurti
1955, 1961, 1978; Subrahmanyam 1983: 225–44); glide or high-vowel metatheses
in Calabrian Greek (Rohlfs 1950: 82) and Old Spanish (Menéndez Pidal 1958;
Penny 1991); laryngeal metatheses in Acehnese (Sawyer 1959: 143–4, 148; Durie
1985: 95–6, 146–7), Arbore (Hayward 1984: 72), Arnhem Land languages (Evans
1995: 738–9), Bisayan (Zorc 1977: 53), La Huerta Diegueño (Hinton and Lang-
don 1976), Ener and Endegeñ (Hetzron 1977: 39), Western Munster Irish (Malone
1971: 413 n. 69), Kiliwa (Langdon 1976: 874), Lycian (Garrett 1991–93), Classical
Mandaic (Malone 1971, 1985), and Yokuts languages (Newman 1944: 15); and
pharyngeal metathesis in Kurmanji Kurdish (Kahn 1976).

10. Intermediate forms in (6) are meant to clarify the historical developments; they
may not be accurate, since the relative chronology of some sound changes is
unknown.

11. We believe it is uncontroversial that the metathesis postdates Spanish d > ð lenition
(i.e. that lenition occurred before 1492). For examples from other dialects, see
Crews 1935 and Sala 1970: 171–2; 1971: 154.

12. On similar Romance patterns, see Lipski 1990/1991, Tuttle 1997, and, for the well-
known example of Luchonnais Gascon, Grammont 1905–1906, Dumenil 1987, and
Blevins and Garrett 1998; we mistakenly called this a French dialect. Such long-
distance liquid metathesis is dubbed ‘slope displacement’ by Vennemann (1988,
1996), who calls its cause ‘straightforward: like all language change, slope dis-
placement is language improvement’ (1996: 318).

13. Forms are cited from the dialect of Bova (unmarked) or Otranto (‘O’); words origi-
nally borrowed from Latin are so noted (‘L’; many South Italian Greek words with
obstruent-l clusters are loanwords).

14. Compare the Northumbrian Old English metathesis whereby Vr > rV/ h, e.g.
berht > breht ‘bright’ (Luick 1921–40: 917–18); it is well established that Old
English r shared a velar or other back constriction with h ([x]). In (13) and (14) note
that the symbol � follows Heine, who notes that it varies for some speakers with
ʕ , which he classifies as a stop. The phonetics of these symbols is unclear from his
discussion.

15. ‘S’ citations in (15) refer to sentence numbers in Seymour 1985. Bessell 1998a,
1998b and Mattina 1999 are the most recent discussions of pharyngeal movement
in Nxilxcı́n and related processes in other Interior Salish languages.

16. Nxilxcı́n pharyngeals are called ‘difficult to hear’ in one phonetic study (Bessell
1992: 159).

17. If no glottalisation shift is possible, the glottalised sonorant surfaces as a Ceʔ
sequence (e.g. ʔı́� w-leʔp ‘broom’ < ʔı́� w- ‘sweep’ + -ı́ l’əp).

18. The Sardinian long-distance metathesis shows comparable blocking effects; cf.,
e.g., frenúku < *fēnuklum < Latin fēnukulum ‘fennel’, preðúku < *pēduklum <
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pēdukulum ‘louse’ vs farrı́kru < *farriklum < farrikulum ‘spelt cake’, kerrı́kru <
*kerniklum < kernikulum ‘sieve’ (Geisler 1994: 112, 123).

19. A referee suggests that we might not expect Nxilxcı́n pharyngealisation to shift
across a segment requiring tongue body fronting, e.g. perhaps the glide y in (15b),
and that Secwepemctsı́n glottalisation might be expected not to shift across the
fricative cluster sx in the second example in (16c). With respect to Nxilxcı́n, note
that precisely comparable pharyngealisation harmonies are well documented cross-
linguistically, even among cognate harmonies elsewhere in Interior Salish (Bessell
1998a, 1998b). In Secwepemctsı́n, where the long-distance movement shows no
blocking effects, we must assume phonologisation of an originally phonetically
motivated sound change.

20. In Rotuman, the original V-to-V coarticulation has been obscured by further changes
(e.g. *ui > y, *oe > ø). Note that it is possible in compensatory metathesis that
the timing shifts between adjacent unstressed and stressed syllables need not be
analysed as foot-internal, though we are aware of no evidence against such an
analysis. On Rotuman metathesis, see now also McCarthy 2000.

21. We thus disagree with the tentative conclusion of Hume (2001) that the expected
pattern is KP > PK metathesis (which, she contends, is perception-optimising). Her
conclusion is based on metathesis patterns in South-Central Dravidian languages,
which we analyse as the result of analogical change, not phonetically based sound
change (Garrett and Blevins in press). Apart from these Dravidian patterns, which
did not arise via genuine metathesis, the typical pattern is PK > KP metathesis.

22. A phonetic optimisation account might explain the unidirectional nature of this
change as enhancement of the weak burst of the labial through prevocalic posi-
tioning. One difference between the two accounts is that the optimisation account
predicts metathesis with segments whose laryngeal and/or manner features are not
shared. Our articulatory account does not involve a ‘shift’ of voicing or manner
features, but simple overlap of gestures by the major articulators, ruling out a sound
change like pg > gp.

23. Fougeron and Jun (1998) have shown that French accentual-phrase-final syllables
are significantly longer than non-accentual-phrase-final syllables; cf. Fougeron and
Keating 1997. For French we cannot exclude an alternative analysis, invited by
Grammont’s brief description, on which metathesis is a loan adaptation in semi-
learned vocabulary (and therefore not the result of any metathesis sound change).

24. In languages where nasality is associated with sequential vowels and affects inter-
vening consonants’ onset closure or release, the appearance of metathesis may arise
due to variation in timing of velic closure. This is our interpretation of the recon-
structed TN > NT changes in several Kwa languages discussed by Hyman (1972)
and Williamson (1973), an interpretation supported by the fact that free variation
of this sort actually occurs in the Kolokuma dialect of I.jo. .

25. Unfortunately we lack space here to discuss these three examples in detail: Latin
(apparent *dn > nd via nasal infixation not sound change), Mutsun (erroneous
analysis by Hume 1997), and Spanish (apparent tn > nd via loan adaptation not
sound change).

26. See Garrett and Blevins in press, where we explicitly discuss only the East Cushitic
examples; our analysis is equally applicable to the Hamer (South Omotic) example
described by Lydall (1976, 1988) and recently discussed by Zoll (n.d.).



156 The evolution of metathesis

27. Our analysis thus resolves a paradox noted by Herbert (1986: 195): ‘Although no
other cases of similar metatheses [i.e. CN > NC metatheses other than the Kwa
cases cited in our n. 24 above] are reported in the literature, we might expect that
they should occur. The basis for this expectation is the statistical fact that nasal-oral
sequences occur much more frequently in the world’s languages than oral-nasal
sequences.’ As Herbert writes, ‘reference to “ease of articulation” gives the wrong
prediction in this case’.

28. See Wang 1968, Bach and Harms 1972, Vennemann 1972, Anderson 1981, and
more recently, e.g., McCarthy 1991, Blevins and Garrett 1993, Blevins 1997, 2002,
Hyman 2001, and Garrett and Blevins in press.

29. Such directionality patterns do not contradict the phonetic optimisation approach,
of course, since the result of metathesis is that segments appear in relatively more
perceptible positions. The point is that perceptual optimisation is a natural by-
product on our analysis, and need not be posited as a mechanism or cause of
change.



6 The role of contrast-specific and
language-specific phonetics in contour tone
distribution

Jie Zhang

1 Introduction

In some tone languages, contour tones (pitch changes within a syllable) may
be used contrastively. The phonological distribution of contour tones has been
of much theoretical interest, as it sheds light on both the representation of tone
(Woo 1969; Leben 1973; Goldsmith 1976; Bao 1990; Duanmu 1990, 1994a;
Yip 1989, 1995) and the relation between phonetics and phonology (Duanmu
1994b; Gordon 1998; Zhang 1998, 2002a).

Contour tones are commonly restricted to phonemic long vowels, as in Navajo
(Young and Morgan 1987), or to stressed syllables, as in Xhosa (Lanham 1958).
I ask the following questions in this chapter: What is the link between these two
contexts? Should they be accounted for by independent mechanisms, based on
contrastive vowel length and stress respectively, or by some unified mechanism?
Drawing from typological and instrumental data, I argue that the unifying factor
for contour tone licensing is sonorous rhyme duration, and that the distribution
of contour tones is determined by phonetic categories for duration and sonority
rather than abstract structural categories based on contrastive vowel length or
stress.

The argument goes as follows. The articulation and perception of contour
tones determine that they need a sufficient sonorous rhyme duration to be im-
plemented. Thus, a long sonorous rhyme duration is the unifying factor for
privileged contour tone licensers. Examining contour tone distribution cross-
linguistically, we find that (a) the types of syllables on which contour tones
are more likely to occur are exactly those that independently have a longer
duration and higher sonority in the rhyme; and (b) the privileged contour tone
licensers include not only long-vowelled and stressed syllables, but also sylla-
bles in other contexts shown in the literature to undergo lengthening, namely
phrase-final position and shorter words. Moreover, instrumental studies show
that in languages with two lengthening factors, the factor that induces greater
lengthening of the sonorous portion of the rhyme is always the one that is more
likely to license contour tones. This could not be explained unless the principles
of contour licensing make direct reference to sonorous rhyme duration.

157
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2 The phonetics of contour tones

2.1 Sonorous rhyme duration is the carrier of contour tones

2.1.1 The importance of sonority The main perceptual correlate of tone
is the fundamental frequency (f0). All harmonics serve as a cue to f0, since
they occur at integral multiples of f0. However, as shown by Plomp (1967)
and Ritsma (1967), the spectral region containing the second, third and fourth
harmonics is especially important in the perception of fundamental frequen-
cies in the range of speech sounds. Since sonorants possess richer harmonic
structures than obstruents, including the crucial second to fourth harmonics,
sonorants are better tone bearers than obstruents. Moreover, vowels typically
have greater energy, and thus stronger acoustic manifestation of harmonics, in
the crucial region, than sonorant consonants. These differences will be crucial
in the analysis below.

2.1.2 The importance of duration Tone-bearing ability depends not just
on sonority, but also duration. This is determined by factors involving both
production and perception.

The production of contour tones is different from that of other contour seg-
ments (e.g. labial-velars like [kp� ] or clicks) in that for contour tones, the acous-
tic change results from the state change of a single articulator, the vocal folds.
Laryngeal muscle contraction and relaxation, which determine vocal fold ten-
sion (Ohala 1978), must be sequenced to produce the pitch variation in a contour
tone. Thus, unlike a complex segment whose different oral constrictions can be
overlapped, a contour tone requires greater duration to be implemented. This
duration depends on the tone’s complexity (e.g. MLH1 vs LH) as well as its
pitch range (e.g. MH vs LH) (Sundberg 1979). Moreover, because the muscles
responsible for pitch falls are both more numerous and more robust than those
that execute a rise, it takes longer to implement a pitch rise than a pitch fall of
the same extent (Ohala 1978; Sundberg 1979).

Contour tones also differ from other contour segments such as prenasalised
stops and affricates in auditory terms. Although the production of the latter
group of sounds also requires an articulator to go from one position to another,
the acoustic consequence of such change is sudden; for example, the frication
noise is formed the moment the oral occlusion is loosened, and the transition
between the two states has no perceptual consequence. But for contour tones,
the gradual stretching or relaxation of the vocal folds has a continuous acoustic
effect, and the transition from the beginning state to the end state carries a
significant perceptual weight in the identification of the tonal contour (Gandour
1978; Gandour and Harshman 1978). Correspondingly, Greenberg and Zee
(1979) show that, given the same pitch excursion, the longer the duration of the
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vowel, the more ‘contour-like’ the tone is perceived by the listener. They also
show that listeners cannot perceive pitch changes reliably when the duration is
below 90ms.

2.2 Two phonetic scales – contour tone-bearing ability and tonal
complexity

We are now in a position to define two relevant phonetic scales: contour tone-
bearing ability and tonal complexity. The preceding section established that the
realisation of contour tones relies on two aspects of the rhyme: sonority and
duration. Therefore, we may hypothesise that it is a weighted sum of these two
factors that determines the contour tone-bearing ability of the syllable. I term
this weighted sum CCONTOUR. Suppose that Dur(V) and Dur(R) represent the
duration of the vowel and the sonorant consonant in the rhyme respectively.
Then CCONTOUR can be defined as follows:

(1) CCONTOUR = a · Dur(V) + Dur(R)

Clearly, a must be greater than one, since vowels facilitate tonal realisation
more than coda sonorants. However, a cannot be huge, since the sonorants do
make a non-negligible contribution to tone-bearing ability. For more discussion
of a, see Zhang 2002a.

CCONTOUR can be used to construct a tonal complexity scale, as in (2).

(2) Tonal complexity scale
For any two tones T1 and T2, let C1 and C2 be the minimum CCONTOUR

values required for the production and perception of T1 and T2

respectively. T1 is more tonally complex than T2 iff C1 > C2.

From the discussion of contour tone phonetics, we already know that the fol-
lowing three parameters of a tone influence its position in the tonal complexity
scale: the number of pitch targets, the pitch excursion between two targets, and
the direction of the slope. The influence of these three parameters is stated more
rigorously in (3).

(3) For any two tones T1 and T2, suppose T1 has m pitch targets and T2 has
n pitch targets; the cumulative falling excursions for T1 and T2 are �fF1

and �fF2 respectively, and the cumulative rising excursions for T1 and T2

are �fR1 and �fR2 respectively. T1 has a higher tonal complexity than T2

if:
a. m > n, � fF1 ≥ � fF2 , and �fR1 ≥ �fR2 ;
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b. m = n, �fF1 ≥ �fF2 , and �fR1 ≥ �fR2 (‘=’ holds for at most one of the
comparisons);

c. m = n, �fF1 + �fR1 = �fF2 + �fR2 , and �fR1 ≥ �fR2 .

Condition (3a) states that if T1 has more pitch targets and T1’s cumulative
falling excursion and rising excursion are both no smaller than those of T2’s,
then T1 is more tonally complex than T2 (cf. section 2.1.1); for example, 534 is
more complex than 53.2 Condition (3b) states that if T1 and T2 have the same
number of pitch targets, and one of T1’s cumulative falling excursion and rising
excursion is greater than that of T2’s, and the other one is no smaller than that
of T2’s, then T1 is more complex than T2. For example, 535 has a higher tonal
complexity than 545, 534, or 435. Condition (3c) states that if T1 and T2 have
the same number of pitch targets and the same overall pitch excursion, but the
cumulative rising excursion in T1 is greater than that in T2, then T1 is more
complex than T2. For example, 435 is more complex than 534, since m = n =
3, �fF1 + �fR1 = �fF2 + �fR2 = 3, and �fR1 = 2 > �fR2 = 1.

2.3 Phonological factors that influence CCONTOUR

Since CCONTOUR has a major effect on tonal complexity, it is important to
discuss the phonological factors that influence it. I identify four such factors
here: segmental composition, stress, phrase-final position, and the number of
syllables in the word to which the rhyme belongs.

Segmental composition factor refers to the length of vowels and the [sonorant]
value of coda consonants. According to (1), all else being equal, VV has a greater
CCONTOUR value than V; a VR (R = sonorant) has a greater CCONTOUR value than
VO (O = obstruent); and VV has a greater CCONTOUR value than VR, provided
they have comparable duration.

Together with pitch and amplitude, duration is often one of the key phonetic
correlates of stress; for references see Gordon’s chapter (this volume) and Zhang
2002a. Therefore it is reasonable to assume that all else being equal, a stressed
syllable has a greater CCONTOUR value than an unstressed one.

Final lengthening is the basis for considering the phrase-final position as a
relevant parameter. The phonetic literature has shown that the final syllable of
a prosodic unit is subject to lengthening (Klatt 1975; Wightman et al. 1992,
among others). We thus expect that, all else being equal, a final syllable in a
prosodic unit has a greater CCONTOUR value than a non-final syllable in the same
prosodic unit.

Lastly, a syllable in a shorter word has a greater CCONTOUR value than an
otherwise comparable syllable in a longer word. This is motivated by a series
of phonetic studies (Lehiste 1972; Lindblom et al. 1981; Lyberg 1977, among
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others) that documents that a syllable has a longer duration when it is in a
shorter word than in a longer word.

2.4 Predictions about contour tone distribution by two competing
approaches

As discussed in the introduction to this book, if we acknowledge that constraints
on speech production and perception have an effect on phonological marked-
ness, then typological research in phonology can proceed deductively; that is,
we may lay out specific hypotheses about possible phonological patterns or
implicational laws based on our knowledge of articulation and perception, and
test these hypotheses against language data.

If the typology of contours is determined by ease of articulation and percep-
tion, we are led to the predictions in (4).

(4) a. The only syllables that selectively license contour tones are those with
greater CCONTOUR, i.e. long-vowelled, sonorant-closed, stressed, phrase-
final, or found in shorter words.

b. Within a language, multiple factors can induce a greater CCONTOUR value,
and their contour tone licensing ability corresponds to the degree of
CCONTOUR increase.

These predictions are made within a general view of the role of phonetics
in phonology that I will call the direct approach. This approach embodies two
assumptions. The first is that positional licensing is contrast-specific. Since
different contrasts require the support of different phonetic properties, they
are preferentially licensed in different positions, which reflects the phonetics
(Steriade 1993). Specifically, positional licensing of contour tones is tied to the
duration and sonority of the rhyme, which are crucial to their production and
perception. This may be contrasted with an alternative view, which I will call
the structure-only approach, in which certain specified phonological positions
are hypothesised to host phonological contrasts of any sort, rather than just
the contrasts that they are phonetically well suited to host. On this view we
expect, for instance, that contour tones should in some languages have a special
license to occur on word-initial syllables, since this context has been shown
to be privileged for many other phonological features (Steriade 1993, 1995;
Beckman 1997). Moreover, since short words and phrase-final position are not
contexts that license phonological contrast in general, a structure-only approach
predicts that they should not be licensers for tonal contrasts either.

The second assumption of the direct approach is that, for a particular con-
trast, its positional licensing behaviour should be tuned to language-specific
phonetics. That is, a language that has a greater quantitative amount of the
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relevant phonetic property in a position is expected to be more able or likely to
use that position to license the relevant contrast. The structure-only approach
differs in predicting that language-particular quantitative differences should
play no role in phonological licensing.

A clear way to compare the direct and structure-only approaches is to consider
cases in which there are multiple factors present that induce a greater CCONTOUR.
In such a case, the direct approach predicts which one should be the better
contour tone licenser, but the structure-only approach does not. Let me spell out
the argument in detail. Consider a language L in which two distinct properties of
a syllable, P1 and P2, can both induce a greater CCONTOUR value. Assume further
that L has contour tones with distributional restrictions related to P1 and P2,
and that CCONTOUR(P1) > CCONTOUR(P2). Let us first see what predictions the
structure-only approach makes. Since P1 and P2 are properties that increase the
syllable’s contour tone-bearing ability, we may posit two positional Markedness
constraints that penalise the realisation of contour tones on syllables without
these properties, as defined in (5).

(5) a. *Contour(¬P1): no contour tone is allowed on syllables without prop-
erty P1.

b. *Contour(¬P2): no contour tone is allowed on syllables without prop-
erty P2.

Since P1 and P2 are distinct properties of the syllable, there are two possible
scenarios for the ranking of (5a) and (5b). Either: (i) there is no universal ranking
between them; or (ii) there is such a universal ranking, but it is not based on the
phonetic characteristics of P1 and P2, so there is no a priori reason to believe that
this ranking agrees with the CCONTOUR comparison between P1 and P2. In either
case, we cannot rule out the ranking *Contour(¬P2) >> *Contour(¬P1) in
a principled way.

To explore this question further, let us complete the analysis by adding more
constraints and computing the factorial typology (Prince and Smolensky 1993),
which is the full set of language types that are possible under any ranking of
the constraints. We first need the two general constraints given in (6).

(6) a. *Contour: no contour tone is allowed on a syllable.
b. Ident(Tone): let � be a syllable in the input, and � be any syllable

corresponding to � in the output; if � has tone T, then � has tone T.

Calculating the factorial typology of the four constraints given so far, we find
that it includes five distinct patterns of contour tone realisation:
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(7) Factorial typology (structure-only approach)

Constraint ranking Contour tone restriction predicted

a. *Contour(¬P1), *Contour(¬P2),
*Contour

⇓
Ident(Tone)

No contour tone on any syllable

b. *Contour(¬P1), *Contour(¬P2)
⇓

Ident(Tone)
⇓

*Contour

Contour tone only on syllables with
both P1 and P2

c. *Contour(¬P1)
⇓

Ident(Tone)
⇓

*Contour(¬P2), *Contour

Contour tone only on syllables with
P1

d. *Contour(¬P2)
⇓

Ident(Tone)
⇓

*Contour(¬P1), *Contour

Contour tone only on syllables with
P2

e. Ident(Tone)
⇓

*Contour(¬P1), *Contour(¬P2),
*Contour

Contour tone on all syllable types

When Ident(Tone) is ranked at the bottom, no contour is allowed on any
syllable ((7a)); when Ident(Tone) is ranked between the positional Marked-
ness and general Markedness constraints, contours are only allowed on sylla-
bles with P1&P2 simultaneously ((7b)), since all other combinations (¬P1&P2,
P1&¬P2, ¬P1&¬P2) violate at least one of the highly ranked *Contour(¬P1)
and *Contour(¬P2); when Ident(Tone) is ranked between the two positional
Markedness constraints, contours are only allowed on syllables with P1 ((7c))
or on syllables with P2 ((7d)); and finally, when Ident(Tone) is ranked on top,
contours are allowed on all syllable types ((7e)).
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A slight complication, which will be relevant later on, is the possibility
that the grammar could include the disjoined constraint *Contour(¬P1) ∪
*Contour(¬P2), which is violated only when both *Contour(¬P1) and
*Contour(¬P2) are violated (for the theory of constraint disjunction, see
Smolensky 1995; Kirchner 1996; and Crowhurst and Hewitt 1997). If such
a constraint is included, the factorial typology will expand slightly, to include
cases in which contours are licensed by the presence of either P1 or P2; the
critical ranking is *Contour(¬P1) � *Contour(¬P2) � Ident(Tone) ∪
*Contour(¬P1), *Contour(¬P2), *Contour. For simplicity, I will assume
this six-member factorial typology in the comparison below; for further discus-
sion of this pattern, see Zhang 2002b.

The really crucial prediction made by the structure-only approach is (7c):
contour tones could in principle surface only on syllables with P2, despite the
fact that syllables with P1 are phonetically better contour tone bearers.

Consider now the predictions the direct approach makes for the same situ-
ation in which CCONTOUR(P1) > CCONTOUR(P2). I assume that the effect of the
CCONTOUR value increase is additive; that is if a syllable has both properties P1

and P2, then its CCONTOUR value is even greater.3 Therefore, we arrive at the fol-
lowing phonetic scale: CCONTOUR(P1&P2) > CCONTOUR(P1) > CCONTOUR(P2).
This gives rise to the following positional Markedness constraints:

(8) Positional Markedness constraints in a direct approach
a. *Contour(¬CCONTOUR(P1&P2)): no contour tone is allowed on sylla-

bles whose CCONTOUR value is less than CCONTOUR(P1&P2).
b. *Contour(¬CCONTOUR(P1)): no contour tone is allowed on syllables

whose CCONTOUR value is less than CCONTOUR(P1).
c. *Contour(¬CCONTOUR(P2)): no contour tone is allowed on syllables

whose CCONTOUR value is less than CCONTOUR(P2).

Since these constraints refer to a unified phonetic scale, CCONTOUR, and we
know that CCONTOUR(P1&P2) > CCONTOUR(P1) > CCONTOUR(P2), we can project
a universal constraint ranking (cf. Prince and Smolensky 1993: 67), as shown
in (9).

(9) *Contour(¬CCONTOUR(P2)) � *Contour(¬CCONTOUR(P1)) �
*Contour(¬CCONTOUR(P1&P2))

The basis of this ranking is that *Contour constraints for lower CCONTOUR

values are always ranked above *Contour constraints for higher CCONTOUR

values.
With this ranking and the general constraints *Contour and Ident(Tone),

the factorial typology predicted by the direct approach can be computed in (10).



The phonetics of contour tones 165

(10) Factorial typology (direct approach)

Constraint ranking Contour tone restriction predicted

a. *Contour(¬CCONTOUR(P2)),
*Contour(¬CCONTOUR(P1)),

*Contour(¬CCONTOUR(P1&P2)),
*Contour

⇓
Ident(Tone)

No contour tone on any syllable

b. *Contour(¬CCONTOUR(P2)),
*Contour(¬CCONTOUR(P1)),

*Contour(¬CCONTOUR(P1&P2))
⇓

Ident(Tone)
⇓

*Contour

Contour tone only on syllables with
P1&P2 simultaneously

c. *Contour(¬CCONTOUR(P2)),
*Contour(¬CCONTOUR(P1))

⇓
Ident(Tone)

⇓
*Contour(¬CCONTOUR(P1&P2)),

*Contour

Contour tone only on syllables with
P1

d. *Contour(¬CCONTOUR(P2))
⇓

Ident(Tone)
⇓

*Contour(¬CCONTOUR(P1)),
*Contour(¬CCONTOUR(P1&P2)),

*Contour

Contour tone only on syllables with
P1 or syllables with P2

e. Ident(Tone)
⇓

*Contour(¬CCONTOUR(P2)),
*Contour(¬CCONTOUR(P1)),

*Contour(¬CCONTOUR(P1&P2)),
*Contour

Contour tone on all syllable types
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This factorial typology turns out to be smaller (five members instead of six). In
particular, it is lacking the case in which contours are allowed on only syllables
with property P2. For this outcome to arise, we would need some constraint in
the system that penalised contours on P1 but not P2. However, no such constraint
exists. Indeed, there could be no such constraint, since the constraints are based
not on phonological contexts per se, but rather on the values for CCONTOUR; and
by hypothesis CCONTOUR(P1) > CCONTOUR(P2).

In summary, the direct approach and the structure-only approach make two
different predictions. First, the direct approach predicts that contour tones
specifically gravitate to positions with greater CCONTOUR values, that is, ones
with longer sonorous rhyme duration, and in the case of equal sonorous rhyme
duration, the position with a longer vocalic component. The structure-only ap-
proach, however, is insensitive to phonetic properties specific to contour tones,
and thus predicts that word-initial position should be privileged for contour
tones, while phrase-final syllables and syllables in shorter words should not be.
Second, the structure-only approach predicts that it is possible to have contour
tones only on syllables with P2, despite the fact that syllables with P1 have a
greater contour tone-bearing ability; the direct approach, however, predicts an
implicational relation that allows contour tones on P2 only if contour tones on
P1 are allowed.

To test these different predictions, I carried out a typological survey of contour
tone distribution to see if contour tones are indeed more likely to surface on
syllables with a greater CCONTOUR value. In addition, I conducted phonetic
studies of duration in languages with multiple lengthening factors to see if
there is an implicational relation between the stronger and weaker lengthening
factors in their contour tone licensing ability.

3 The role of contrast-specific phonetics in contour tone
distribution: a survey

3.1 Overview of the survey

The survey was composed of 187 genetically diverse tone languages with con-
tour tones. The full details of the survey are reported in Zhang 2002a; here I
will only give a very brief summary. Of the 187 languages, 22 have no restric-
tions on the distribution of contour tones; 159 have restrictions on contours that
accord with the predictions of the direct approach; that is, they were related to
the factors given in section 2.3 that increase the CCONTOUR value of the rhyme.
Five languages have restrictions in both the expected and unexpected direc-
tions. These languages are Lealao Chinantec, Margi, Zengcheng Chinese, Lao,
and Saek; for full discussion of these cases, see Zhang 2002a.4 No languages
imposed restrictions solely in the unexpected direction.
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3.2 Implicational laws

More specifically, we can make the following observations regarding contour
tone distribution from the survey, as in (11). ‘Occurs more freely’ in a context
here means any of the following: (a) contour tones can occur in this context,
but not other contexts; (b) the contour tones that occur in this context are a
superset of those that occur in other contexts; (c) the pitch excursion of the
contour tones that occur in this context is greater than that in other contexts;
(d) rising tones can occur in this context, but not others. These scenarios are
based on the definition for ‘tonal complexity’ in section 2.2.

(11) Contour tones occur more freely:
a. on CVV in 38 languages (e.g. Somali, Navajo, Ju|’hoasi)
b. on CVV and CVR in 66 languages (Kiowa, Nama, Fuzhou Chinese)
c. on stressed syllables in 21 languages (Xhosa, Jemez, Lango)
d. on the final syllable of words or utterances in 45 languages (Etung,

Luganda, Beijing Chinese)
e. on syllables in shorter words in 19 languages (Mende, Ngamambo,

Shanghai Chinese)

Through these observations, the following implicational laws can be estab-
lished:

(12) All else being equal,
a. if CV can carry contour tones, then CVV can carry contour tones with

equal or greater complexity;
b. if CVO can carry contour tones, then CVR and CVV can carry contour

tones with equal or greater complexity;
c. if an unstressed syllable can carry contour tones, then a stressed syllable

can carry contour tones with equal or greater complexity;
d. if non-final syllables in a prosodic domain can carry contour tones,

then the final syllable of the same prosodic domain can carry contour
tones with equal or greater complexity;

e. if syllables in a word having n syllables can carry contour tones, then
syllables in a word having n–1 syllables can carry contour tones with
equal or greater complexity.

The limiting case of contextual limitation is complete absence: there are
many languages in which the more complex contour tones simply do not occur.
These gaps may also be phonetically based. Contour tones with higher com-
plexity are disfavoured since they place a higher demand on the duration and
sonority of the rhyme. The relevant observations are as follows. First, of all
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the 187 languages in the survey, only two do not have level tones: Guiyang
(Li 1997) and Pingyao (Hou 1980), both Chinese dialects. Second, of the 46
languages that allow complex contours, all allow simple contours. Third, the
number of languages that have stricter surface restrictions on rising tones far
exceeds the number of languages that have them for falling tones. Thirty-seven
languages belong to the former category and only three to the latter.

To this end, three strong implicational tendencies can also be established, as
shown in (13).

(13) a. If a language has contour tones, then it also has level tones.
b. If a language has complex contour tones, then it also has simple contour

tones.
c. If a language has rising tones, then it also has falling tones.

3.3 Discussion of the survey

Our survey leads to the following conclusion: only factors that systematically
influence the duration or sonority of the rhyme can influence the distribution
of contour tones; contour tones gravitate to the rhymes with greater CCONTOUR

values. The hypothesis in (4a) is supported.5 Two observations are particularly
striking. First, phrase-final syllables and syllables in shorter words are pre-
ferred bearers of contour tones, even though they are usually not privileged for
other phonological contrasts. Moreover, word-initial syllables, which have been
shown to selectively license many other phonological contrasts (Steriade 1993,
1995; Beckman 1997), do not show up on our list of privileged contour tone
bearers. The positional licensing behaviour of contour tones is thus sensitive to
the phonetic properties that are crucial to contour tones per se, namely duration
and sonority. Phrase-final syllables and syllables in short words are privileged
contour tone licensers because they are lengthened. Word-initial syllables, on
the other hand, fail to license contours because lengthening of the initial rhyme
is cross-linguistically very rarely attested.

Contour tones behave like other phonological structures in requiring context-
specific licensers. For example, for obstruent place contrasts, Steriade (1993,
2001a) argues that, even though most place contrasts are more likely to be main-
tained in prevocalic position, the contrast between an alveolar and a retroflex is
more likely to be maintained postvocalically, since unlike other place distinc-
tions that primarily benefit from C-to-V formant transitions, their distinction
resides in the V-to-C formant transitions. For diphthongs, Zhang (2001) shows
that, like contour tones, they gravitate to positions with longer inherent duration,
and for essentially the same reasons.
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4 The role of language-specific phonetics in contour tone
distribution: instrumental studies

This section brings experimental data to bear on the question of whether the
formal theory needs to directly encode phonetic properties such as CCONTOUR

into the phonological constraints, as the direct approach claims. The data are
from languages with contexts whose durational properties fit the description of
P1 and P2 in the factorial typology study above (section 2.4). To recapitulate
the argument, if we find languages in which the privileged factor for contour
bearing is P1, despite the fact that syllables endowed with P1 but not P2 have
a smaller CCONTOUR value than those endowed with P2 but not P1, then we
must conclude that the structure-only approach is the correct one. If, however,
the privileged factor is always the one that induces a greater CCONTOUR, this
supports the direct approach.

4.1 Identifying the languages

If we take stress to be P1 and final position to be P2, then we can find both
syllables with only P1 and syllables with only P2, provided the target language
includes words with non-final stress. Xhosa is such a language (Lanham 1958),
and many Northern Chinese dialects (e.g. Beijing Chinese) also qualify. In these
languages, all syllables are equally stressed, but some monosyllabic reduplica-
tive morphemes and functional words can be destressed, and they can occur
word-finally.

The second type of relevant languages has both vowel length and coda sono-
rancy contrasts, both of which influence the sonorous duration of the rhyme. If
we take the [+long] feature of the vowel as property P1 and the [+son] feature
of the coda consonant as property P2, then syllable CVVO has property P1 but
not P2, and syllable CVR has property P2 but not P1. Among the languages that
fit this description, Standard Thai (Abramson 1962; Gandour 1974) and Can-
tonese (Kao 1971) allow fewer contour tones on CVVO, while Navajo (Young
and Morgan 1987) does not allow contour tones on CVR.

I summarise the relevant phonetics of these languages next. The detailed
methods and word lists are documented in Zhang 2002a.

4.2 Instrumental Studies

4.2.1 Xhosa Xhosa has penultimate word stress. Vowel length is non-
contrastive except in a few grammatical morphemes. All syllables are open:
the apparent coda /m/ is in fact syllabic. There are three tones: H, L, and HL
(falling). There are no distributional restrictions for H and L, but HL is gener-
ally restricted to the penult of a content word. A few monosyllabic grammatical
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prefixes and suffixes can also bear HL, and they do not necessarily occur in
penultimate position. But the vowel in these morphemes is lengthened. In an
utterance, especially when spoken quickly, some words lose their penultimate
stress, creating a tonal alternation HL → H if the penult originally carried a HL
(Lanham 1958).

The focus here is on the fact that HL is restricted to the penult of a word. The
two relevant durational factors are stress and final position; thus, the two types
of syllables of interest are the penult and the ultima. The penult is subject to
lengthening by virtue of stress, but not by virtue of being at a prosodic boundary.
The opposite is true for the ultima. Given that all syllables are open, the vowel
alone constitutes the sonorous portion of the rhyme. The direct approach leads
to the hypothesis that in Xhosa, the penult has greater vowel duration than the
ultima.

Phonetic data for Xhosa were extracted from a forty-five-minute analogue
tape in the UCLA Language Archive. It consists mainly of trisyllabic or quadri-
syllabic words read in isolation by one female speaker. Each word has two rep-
etitions. All words extracted for digitisation and measurement were trisyllabic.
All target syllables – initial, penult, and ultima – were open with a level-toned
/a/ as the nucleus. Forty-four words were used for initial syllables, thirty-four
for penultimate, and fifty-four for final.

The mean duration of /a/ for the three positions is shown in figure 6.1. The
error bars indicate one standard deviation. One way ANOVA shows that the
effect of position is highly significant (F(2,131) = 242.98, p < 0.0001). Fisher’s
PLSD post-hoc tests show that all pairs of comparison – penult vs ultima, penult
vs initial, and ultima vs initial – have a significant effect at the level of p <

0.0001.
The hypothesis that it is the phonetically longest rhymes of Xhosa that support

contours is therefore supported by the experimental results. And since it is
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exactly stress that defines the contour restriction in Xhosa, the data in Xhosa
are consistent with the direct approach.

Further experimentation on Beijing Chinese, which likewise permits compar-
ison of stressed and non-final and stressless final syllables, has yielded similar
results; for details, see Zhang 2002a.

4.2.2 Standard Thai Consider now the second type of relevant languages,
those with both vowel length and coda sonorancy contrasts. We will examine
Standard Thai, Cantonese, and Navajo.

Syllables in Standard Thai can be open, closed by an obstruent /p/, /t/, /k/,
or /ʔ/, or closed by a nasal /m/, /n/, or /ŋ/. Vowel length is contrastive in closed
syllables. I will refer to syllables closed by an obstruent (CVO and CVVO) as
checked syllables, and other syllables (CV, CVN, and CVVN) as non-checked
syllables. There are five tones in Thai: H, M, L, HL, and LH. On non-checked
syllables, all five tones can occur. On CVVO, generally, only HL and L occur,
but in rare instances, H can also occur (e.g., nóot ‘note’; khwɔ′ɔt ‘quart’, both
English loanwords). On CVO, generally, only H and L occur, but HL occurs
occasionally (e.g., kɔ̂ʔ ‘then, consequently’) (Gandour 1974; Hudak 1987).
This tonal distribution is summarised in (14) (adapted from Gandour 1974;
parentheses indicate rare occurrence.).

(14) Tonal distribution in Standard Thai (Gandour 1974):

H M L HL LH

CV + + + + +
CVN + + + + +
CVVN + + + + +
CVVO (+) − + + −
CVO + − + (+) −

It can be seen that the distribution of contour tones in Thai is primarily
affected by the checked/non-checked distinction, as non-checked syllables can
carry both LH and HL whether they have a long or a short vowel. Vowel length is
also relevant, since HL can occur on CVVO, but usually not on CVO.6 However,
the crucial distinction for present purposes is that CVVO supports only a subset
of the tones supported by CV and CVN, despite its greater phonological vowel
length. If the approach taken here is correct, it must be the case that the sonorous
rhyme duration of CV and CVN is greater than that of CVVC. In other words,
in Thai, the factor checked vs nonchecked should outweigh the factor V vs VV.

Thai data were collected from two native speakers. For each of the five
syllable types – CV, CVVN, CVN, CVVO, CVO – four monosyllabic words
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were recorded, each with eight repetitions. All words had the nucleus /a/ and
had either M or L tone.

The sonorous rhyme duration for the five syllable types are plotted in
figure 6.2. The grey portion in the bars indicates sonorous duration contributed
by the nasal coda.

For each speaker, a one-way ANOVA with sonorous rhyme duration as the
dependent variable and syllable type as the independent variable was carried
out. The effect is highly significant for both speakers: for YS, F(4, 135) = 623.3,
p < 0.0001; for VV, F(4, 135) = 1157.7, p < 0.0001. Fisher’s PLSD post-hoc
tests show that for both speakers, both CV and CVN have a longer sonorous
rhyme duration than CVVO at the significance level of p < 0.0001.

The hypothesis CV > CVVO, CVN > CVVO is therefore supported, and
the data in Thai are thus consistent with the direct approach. The phonological
pattern that more contour tones are allowed on non-checked syllables than
checked syllables is in agreement with the phonetic fact that non-checked syl-
lables have longer sonorous rhyme duration.

Gordon (1998) documents a similar pattern for Cantonese. The syllable in-
ventory of Cantonese is the same as Thai: CV, CVN, CVVN, CVO, and CVVO
(N = /m, n, ŋ/, O = /p, t, k/). While there is both a vowel length contrast and
a checked/non-checked distinction, the distribution of contour tones is only
affected by the latter: in CV, CVN, and CVVN, seven different tones, including
four contour tones, can occur: 53, 35, 21, 23, 55, 33, 22. But in CVVO and
CVO, only the level tones 5, 3, and 2 can occur, even when the syllable contains
a long vowel.

Gordon’s duration data for different syllable types of Cantonese are shown
in figure 6.3. Again, the grey portion in the bars indicates sonorous dura-
tion contributed by the nasal coda. As in Thai, Cantonese has a considerably
longer sonorous rhyme duration in non-checked syllables than in checked ones,
regardless of the phonological length of the nucleus.
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4.2.4 Navajo Navajo exhibits the opposite pattern to Standard Thai and
Cantonese: it restricts contours to long vowels, regardless of the coda. Therefore
the crucial question is whether the duration pattern of Navajo is also different
from Standard Thai and Cantonese.

Navajo vowel length is contrastive in both open and closed syllables. There
are six syllable types (CV, CVO, CVR, CVV, CVVO, and CVVR) and four tones
(H, L, HL, LH), with the contour tones restricted to long vowels and diphthongs,
that is, CVV, CVVO, and CVVR. Therefore, unlike Thai and Cantonese, the
factor that determines the contour distribution in Navajo is vowel length, not
coda sonorancy. The tonal distribution of Navajo is summarised in (15).

(15) Tonal distribution in Navajo

H L HL LH

CV + + − −
CVO + + − −
CVR + + − −
CVV + + + +
CVVO + + + +
CVVR + + + +

The crucial CCONTOUR comparisons are between CVR and CVV and between
CVR and CVVO: CVR benefits from having a sonorant coda, while CVV and
CVVO benefit from having a long vowel. Given that it is the long vowel that



174 Contrast- and language-specific phonetics in contour tone distribution

0

100

200

300

400

500

600

CV CV CVR CVV CVV CVVR

128 116

300
329

152

298

contour not supported
contour supported

319

458

Figure 6.4 Navajo sonorous rhyme duration (ms)

licenses contour tones here, the direct approach leads to a phonetic hypothesis
that is crucially different from that for Thai and Cantonese: {CCONTOUR(CVV),
CCONTOUR(CVVO)} > CCONTOUR(CVR). Since a vowel is phonetically a better
tone-bearing segment than a sonorant consonant when they are of comparable
duration (see section 2.1.1 and the definition of CCONTOUR), we arrive at the
following hypothesis: the sonorous rhyme duration of syllables with a long
nucleus should be longer than or comparable to that of syllables with a short
nucleus. In particular, {CVV, CVVO} ≥ CVR.

The prediction, unfortunately, is not fully testable with the available data.
The problem is that we do not know in advance the value of the parameter a in
the formula (1), which weights the contribution of R vs V in determining the
value of CCONTOUR. We will see, however, that the data do lend themselves to
a plausible interpretation.

Navajo data were collected from one male native speaker. The target syllable
is always the second syllable of a disyllabic word. For each syllable type, two
words with /i/ and two words with /a/ were used, and all target syllables had a
low tone. Eight repetitions were recorded.

The sonorous rhyme duration for each syllable type is plotted in figure 6.4.
The grey portion again indicates sonorous duration contributed by the coda
consonant.

A one-way ANOVA shows that the syllable type has a significant effect
on the sonorous rhyme duration: F(5, 162) = 596.7, p < 0.0001. CVR has
a comparable sonorous duration in the rhyme to CVV and CVVO: it is not
significantly different from either CVVO (Fisher’s PLSD post-hoc tests, p >

0.01) or CVV (p > 0.01).
The data here are less conclusive than in the Thai and Cantonese cases.

In particular, CVR, which cannot bear contours, has a sonorous duration
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comparable to the CVVX syllables, which can. However, the data are com-
patible with the direct hypothesis provided a is sufficiently high to give CVV
and CVVO substantially higher CCONTOUR values than CVR. There is in fact
a crucial comparison that supports this conjecture: in Thai and Cantonese, the
sonorous rhyme duration in CVR is considerably longer than that in CVVO;
but in Navajo, the two durations are comparable. This difference suggests that a
considerable amount of sonorant consonant duration may be needed to balance
a given amount of vocalic duration. This suggests that a is indeed rather high,
and thus that Thai and Cantonese CVR would qualify for contour bearing while
Navajo CVR would not. The experimental data thus appear to be compatible
with the direct approach.

4.3 Conclusion to the instrumental studies

The fact that all the phonetic cases studied here reveal data patterns consistent
with the more restrictive direct approach constitutes significant support for this
approach, as this implies that there is no empirical reason for us to adopt the less
restrictive structure-only approach. The direct approach is more restrictive be-
cause it does not predict situations in which contours are restricted to phonemic
long vowels in Thai and Cantonese, or to sonorant-closed syllables in Navajo.

Xhosa and Beijing Chinese illustrate a similar point from the interaction of
two different durational factors: stress and final position in a prosodic domain. It
turns out that in both languages, stress plays the decisive role in determining the
sonorous duration of the rhyme and correspondingly the distribution of contour
tones.

5 The basics of a formal analysis

In the previous two sections, I have argued that the distribution of contour
tones is best captured by a direct approach, which encodes the phonetic in-
dex CCONTOUR of a rhyme. In this section, I sketch out a formalisation of this
approach.

5.1 Overview of the theoretical apparatus

The patterns of contour tone distribution that an analysis must capture are the
following. First, the distribution of contour tones depends on a phonetic index
of the rhyme – CCONTOUR; the lower the CCONTOUR value, the more limited
distribution the contour tones will have on the rhyme. Second, when a contour
tone encounters a syllable with insufficient tone-bearing ability, there are three
possible resolutions: increasing the CCONTOUR value of the syllable, flattening
out the pitch excursion, or both.7 For both lengthening and flattening, the change
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can be either neutralising (merging with some other phonological category) or
allophonic.

I posit three families of constraints. Markedness constraints of the family
*Contour(T)-CCONTOUR(R) are violated when contour tones occur on rhymes
with certain CCONTOUR values. Markedness constraints of the family *Dur
penalise extra duration on the syllable. Faithfulness constraints of the family
Pres(Tone) enforce similarity between tonal input and output. Each of these
constraint families has a set of intrinsic rankings, described below.

The interaction of these three constraint families gives rise to the attested
patterns of contour tone restriction. In the following sections of this chapter, I
formally define these constraint families and discuss their interactions in detail.

5.2 Constraints and their intrinsic rankings

5.2.1 *Contour(x)-CCONTOUR(y) The Markedness constraints *Contour(x)-
CCONTOUR(y) ban contours when their CCONTOUR values are too low. Formally,
they are defined as follows:

(16) *Contour(xi)-CCONTOUR(yj):
no contour tone xi is allowed on a syllable with the CCONTOUR value of
syllable yj or smaller.

The *Contour(xi)-CCONTOUR(yj) constraints observe two sets of intrinsic
rankings, given in (17), which are projected from the phonetics.

(17) a. If CCONTOUR (ya) > CCONTOUR(yb), then *Contour(xi)-CCONTOUR(yb)
� *Contour(xi)-CCONTOUR(ya).

b. If contour tone xm is higher on the Tonal Complexity Scale (see (2)
and (3)) than contour tone xn, then *Contour(xm)-CCONTOUR(yj) �
*Contour(xn)-CCONTOUR(yj).

These rankings reflect the speaker’s knowledge that a structure that is phoneti-
cally more demanding should be banned before a structure that is less so; and
that a syllable should be able to host a tone with a lower complexity before it
can host a tone with a higher complexity.

5.2.2 *Duration Assuming that each segment in a certain prosodic en-
vironment has a minimum duration (Klatt 1973; Allen et al. 1987), I define the
*Duration (abbr. *Dur) constraint family as follows:

(18) *Dur(� i): for all segments in the rhyme, their cumulative duration in
excess of the minimum duration in the prosodic environment in question
cannot be � i or more.
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These constraints also have an intrinsic ranking, as in (19).

(19) If � i > � j, then *Dur(� i) � *Dur(� j)

For more detailed discussion on this constraint family and how it interacts with
the minimal duration requirement for each segment, see Zhang 2002a.

5.2.3 Preserve(Tone) Preserve(Tone) constraints penalise candidates
according to their deviation – defined in perceptual terms – from the input.
Assume that we can define a function S(TI, t), which returns the value of per-
ceptual similarity between any pair of tones TI and t. S(TI, t) can be defined in
such a way that if t1 is perceptually more similar to TI than t2, then S(TI, t1)
< S(TI, t2).8 We can then define the constraint family Preserve(Tone) (abbr.
Pres(T)) as in (20).

(20) ∀i, 1 ≤ i ≤ n, ∃ constraint Pres(T, i), defined as:
an input tone TI must have an output correspondent TO which satisfies the
condition S(TI, TO) < i.

This constraint family is internally ranked by the principle that the candidate
that deviates the most from the input will be penalised by the highest ranked
constraint (cf. the ‘P-map’ approach of Steriade 2001b). More formally, we
have:

(21) Pres(T, n) � Pres(T, n-1) � . . . � Pres(T, 2) � Pres(T, 1).

5.3 Assumptions made in the model

My model relies on the following general assumptions.
Canonicality. I assume that the canonical speaking rate and style are the

basis on which the grammar is constructed. Thus, CCONTOUR is calculated from
the canonical duration of the sonorous portion of the rhyme. This assumption
is necessary because syllable durations and pitch range vary under different
speaking rates and styles, and the ‘tolerance level’ for tone slope varies too.
Since the standard mode of speech is what language users are most frequently
exposed to and most frequently utilise, it is reasonable to assume that it is this
mode that defines the quantitative values that appear in the constraints.

Normalisation. Upon identifying the canonical speaking rate and style, I
further assume that speakers are able to normalise duration and pitch across
speaking rates and styles (Kirchner 1998; Steriade 1999). Only under this as-
sumption can we discuss the grammatical behaviour of different rates and styles
and account for the stability of the phonological system across these rates and
styles. For example, if the speaker was not able to normalise, but took the
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phonetic values in the inputs, outputs, and constraints at face value, then a HL
contour on CVO would violate a higher ranked *Contour (xi)-CCONTOUR(yj)
constraint in the fast speech grammar than in the slow speech grammar, so that
the phonological system for the two rates would be different.

This assumption does not preclude the possibility of different phonological
behaviour in different speaking rates and styles. It is still possible for particular
speech styles to be associated with constraints that are specific to them, for
example constraints that refer to the realisation of affective signalling or con-
straints that refer to absolute duration instead of normalised duration to express
physiological limitations, and so on. For discussion, see Kirchner’s chapter, as
well as Harris 1969 and Ao 1993. But given the overall stability of the phono-
logical system despite the fluctuating speaking rates and styles, I believe that
normalisation is a necessary assumption here.

The assumption of normalisation is justified by experimental evidence that
speakers can attend to and compensate for fluctuations in speaking rate and
style. For example, many perceptual studies show that the speaking rate of the
stimuli influences listeners’ perceptual boundary between two segments if this
boundary is dependent on duration (Port 1979; Miller and Grosjean 1981; Pols
1986). For studies on tone normalisation, see Leather 1983, Moore 1995, and
Moore and Jongman 1997.

Contrast constraints. We know that given a phonetic dimension, only a small
number of contrasts will emerge in any given language. But if phonetic de-
tails such as a minute change of duration or pitch excursion can be included
in phonological representations, how can contrasts emerge? Flemming (1995;
this volume) and Kirchner (1997) have addressed this problem with propos-
als to incorporate constraints on the perceptual distance of contrasts (MinDist
constraints by Flemming, Polar constraints by Kirchner). Here I simply ac-
knowledge that the system in which I operate also needs constraints that achieve
such effects, without committing myself to either approach.

5.4 Sample analyses

Consider now the predictions made by this formal apparatus. Suppose that in
language L, there exists an underlying contour tone T whose pitch excursion
under the standard speaking rate and style is of �f. Suppose further that that
input form T is lodged on a rhyme R whose CCONTOUR value is c and whose
minimum sonorous rhyme duration is d. Let us see what predictions (in terms
of phonological alternation or allophonic distribution) the apparatus makes.

5.4.1 No change necessary The first possibility is that all members of the
Pres(T) and *Dur families outrank *Contour(T)-CCONTOUR(R). Under this
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ranking, the contour faithfully surfaces on the given rhyme without lengthen-
ing. This is because any flattening of the contour or lengthening of the sonorous
rhyme duration in order to satisfy *Contour(T)-CCONTOUR(R) will incur vio-
lations of higher ranking Pres(T) or *Dur constraints:

(22) T�f, Rd → �f, d

T�f , Rd Pres(T) *Dur *Contour(T)-
CCONTOUR(R)

faithful:
☞ �f, d

*

contour reduction:
�f − f0, d

*!

rhyme lengthening:
�f, d + d0

*!

Languages of this sort are attested. For example, !Xũ (Snyman 1970),
|=Khomani (Doke 1937), and a number of Chinantec languages allow all tones
on all syllable types, be they open or checked, long-vowelled or short-vowelled.
Although most of the sources I consulted on these languages do not give pho-
netic details of tone and duration, thus it is possible that the contour tones
on shorter syllable types are somewhat flattened, or these syllables are some-
what lengthened, there is some phonetic documentation on Lalana Chinantec
(Mugele 1982) which shows that the same contour tone exhibits relative stabil-
ity of onset and endpoint on different syllable types, and the same syllable type
exhibits relatively stable duration when carrying different tones.

The analysis further predicts that on a rhyme R’ with a CCONTOUR value greater
than c, �f will also be faithfully realised, since the constraint *Contour(T)-
CCONTOUR(R’) will be even lower ranked than *Contour(T)-CCONTOUR(R).
This prediction is consistent with the implicational hierarchies established in
the survey.

5.4.2 Partial contour reduction Now consider cases in which a particular
contour type must appear in partially reduced form (less pitch range) on cer-
tain short rhymes. In such cases, *Contour(T)-CCONTOUR(R) outranks some
but not all Pres(T) constraints, but the *Dur constraint family is still undomi-
nated. Under this ranking, the contour is flattened to satisfy the *Contour(T)-
CCONTOUR(R) constraint, but no extra duration can be added to the sonorous
portion of the rhyme, as illustrated in (23).
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(23) T�f , Rd → �f-f0, d

T�f , Rd *Dur *Contour(T)-
CCONTOUR(R)

Pres(T)

faithful:
�f, d

*!

contour reduction:
☞ �f-f0, d

*

rhyme lengthening:
�f, d + d0

*!

Such flattening occurs in Pingyao Chinese (Hou 1980), where the contour tones
53 and 13, which are fully realised on CV (with a phonetically long vowel) and
CVR, have partial realisations 54 and 23 on CVO.

This ranking type also predicts that on a rhyme R’ with a CCONTOUR value
greater than c, �f will be more faithfully realised, i.e. realised with less or no
reduction of the pitch excursion. This is because the relevant *Contour(x)-
CCONTOUR(y) constraint *Contour(T)-CCONTOUR(R’) will be lower ranked than
*Contour(T)-CCONTOUR(R), and this will allow more Pres(T) constraints to
exert influence on the output form. This, again, is consistent with the implica-
tional hierarchy established in the survey.

5.4.3 Complete contour reduction The third possibility is to have all
*Contour(x)-CCONTOUR(R) and *Dur constraints outrank all the relevant
Pres(T) constraints. That is, *Contour(�)-CCONTOUR(R), where � represents
the smallest perceptible pitch excursion, outranks the Pres(T, i) constraint that
penalises changing the tone T to a level tone. This ranking predicts that the tone
T will be flattened all the way to a level tone, as illustrated in (24).

(24) T�f , Rd → 0, d

T� f , Rd *Dur *Contour(�)-
CCONTOUR(R)

Pres(T, i)

faithful:
�f, d

*!

partial contour reduction:
�f-f0, d

*!

complete contour reduction:
☞ 0, d

*

rhyme lengthening:
�f, d + d0

*!
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(∆f, d ) (0, d )(∆f-f0, d )

*CONTOUR(x)-CCONTOUR(R)  
PRES (T, i)

Figure 6.5 Interaction of *Contour(x)-CCONTOUR(R) and Pres(T, i) yielding
different degrees of contour reduction

This is the most commonly attested pattern of contour tone restrictions in
languages, that is, certain contour tones cannot occur on syllables with low
CCONTOUR values. We have seen many examples of this sort, for example
Xhosa’s restriction of contour tones to stressed syllables, Navajo’s restriction
of contour tones to long vowels, Cantonese’s restriction of contour tones to
non-checked syllables, and so on.

This ranking further predicts that on a rhyme R’ with a CCONTOUR value
greater than c, �f will be more faithfully realised, that is, realised with less or
no reduction of the pitch excursion: *Contour(�)-CCONTOUR(R’) will be lower
ranked than *Contour(�)-CCONTOUR(R), and this will allow more Pres(T)
constraints to exert influence on the output form. This is yet again consistent
with the implicational hierarchy established in the survey.

5.4.4 Summary The scenarios described in sections 5.4.1–5.4.3 are sum-
marised in the schematic graph in figure 6.5. In the graph, the x-axis represents
tonal candidates, arranged from left to right according to the degree of reduc-
tion of their pitch range. Thus, the leftmost candidate on the x-axis is the most
faithful to the input, with no flattening at all (�f). The rightmost candidate is the
one with complete flattening (to zero). Since all *Dur constraints are always
ranked on top in the scenarios described so far, I only consider candidates that
respect these constraints, that is, candidates with no lengthening. Thus, in all
candidates, d appears as the sonorous rhyme duration.
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The y-axis represents constraint ranking: the higher the y value, the higher
the ranking. The curves in the graph represent the highest ranked constraints
in the *Contour(x)-CCONTOUR(R) and Pres(T, i) families that the candidates
on the x-axis violate.

The thick black lines in the graph indicate the ranking of the two constraint
families that ensures the faithful realisation (as described in section 5.4.1) of
the pitch excursion �f, which appears as the leftmost candidate on the x-axis.
The highest ranked constraint it violates is *Contour(T)-CCONTOUR(R). Any
other candidate to the right, which deviates from the input, will induce violation
of a higher ranked Pres(T, i) constraint.

The thin black lines indicate the ranking that produces partial reduction of
the contour to �f-f0 (cf. section 5.4.2). This is the candidate on the x-axis
that corresponds to the point of intersection of the two curves. Any candidate
further to the left violates a higher ranked *Contour(x)-CCONTOUR(R) con-
straint, and any candidate further to the right violates a higher ranked Pres(T, i)
constraint.

The grey lines indicate the ranking that forces complete reduction of the con-
tour tone to a level tone, as described in section 5.4.3. Level tone is represented
here as the rightmost candidate on the x-axis. The highest ranked constraint it
violates is the highest ranked Pres(T, i) constraint. Any other candidate further
to the left which would deviate less from the input will induce the violation of
a higher ranked *Contour(x)-CCONTOUR(R) constraint.

From these three examples, then, it should be clear that any degree of pitch-
range reduction is derivable in this system. Moreover, the same analytic strat-
egy can be straightforwardly extended to cover cases in which duration is
altered, either alone or in addition to a pitch range adjustment. The three basic
cases are summarised below; for full exemplification of these cases, see Zhang
2002a.

Nonneutralising lengthening. This occurs when *Contour(T)-CCONTOUR(R),
along with the Pres(T) family, outrank some *Dur constraints. It is found in
Mitla Zapotec (Briggs 1961) and Wuyi Chinese (Fu 1984).

Neutralising lengthening. Where the *Contour(T)-CCONTOUR(Vd) con-
straint associated with a long vowel outranks *Dur(d), and all Pres(T) con-
straints are ranked on top, the ranking predicts neutralising lengthening when
the tone T occurs on a short vowel. This is found in Gã (Paster 1999).

Both contour reduction + rhyme lengthening. This outcome, found in Hausa
(Newman 1990; Gordon 1998), results when *Contour(T)-CCONTOUR(R) out-
ranks some *Dur constraints and some Pres(T) constraints.
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5.5 Summary

In this section, I have proposed an explicit formalisation for the direct approach
to contour tone distribution and discussed the patterns that are predicted by the
model. The model directly encodes phonetic details such as CCONTOUR and the
durational properties of the rhyme. I have argued that such a move is necessary
(sections 3–4) and makes restrictive predictions.

6 Alternative approaches

In this section, I discuss two alternative approaches to contour tone distribution.

6.1 Moras

Traditionally, the mora is used in phonology to capture the heavy vs light
distinction in weight-related phenomena such as stress assignment, compen-
satory lengthening, metrics, and word minimality (Newman 1972; Hyman 1985;
McCarthy and Prince 1986; Hayes 1989; among others). It has also been pro-
posed by Duanmu (1990, 1993, 1994a, 1994b) to be the tone-bearing unit.
Observing that Chinese languages with fewer distributional restrictions on con-
tour tones (e.g. Mandarin) have generally longer syllable rhymes than those
with more restrictions (e.g. Shanghai), Duanmu argues that a contour tone must
be represented as a concatenation of level tones, each of which needs a mora
to be licensed. The difference in contour tone restrictions between Mandarin
and Shanghai stems from the fact that syllables are bimoraic in Mandarin but
monomoraic in Shanghai. I will give three arguments here that the bimoraic
status is neither sufficient nor necessary for contour tone licensing.

First, given that the main purpose of the mora is to capture the heavy vs
light distinction, the maximum mora count is usually assumed to be two (or at
most three, for cases like Estonian where a three-way weight distinction has
to be made; Hayes 1989). But the contour tone licensing behaviour sometimes
requires more than three levels of distinction. For example, in Mende (Leben
1973; Dwyer 1978; Zhang 2000), long vowels can carry LHL, LH, or HL in
monosyllabic words, but only LH or HL in other positions. Short vowels can
carry LH or HL in monosyllabic words, HL in the final position of disyllabic
or polysyllabic words, but no contour in other positions. This is a four-way
distinction, and goes beyond the maximum mora count that any version of
moraic theory is willing to accommodate.

Second, sometimes contour tones with the same number of pitch targets
have different distributional restrictions. Thus, in many languages, rising tone
has a more limited distribution than falling (Mende, Gã, Kɔnni, Kukuya, Tiv).
In many Chinese dialects (Pingyao, Shanghai, Fuzhou), contour tones with
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more pronounced pitch excursion are restricted to non-checked syllables, while
contour tones with less pronounced pitch excursions can occur on checked
syllables. These asymmetries cannot be captured in a moraic approach, as the
same number of pitch targets ought to require the same number of moras to be
licensed.

Third, languages do not always favour syllables with clearly higher mora
count (such as those with long vowels or sonorant codas) for contour tone
bearing. We have seen that many languages allow contour tones more freely
in phrase-final syllables and syllables in shorter words. Although the effect of
final lengthening may be neutralising in some languages (e.g. Luganda), it is
not in many others; and the effect of syllable lengthening in shorter words is
not neutralising in any language of which I am aware. Since these effects are
purely quantitative, it is implausible to attribute them to the structural property
of mora count.

To summarise, the moraic approach attempts to capture the correlation of
tonal contour complexity and duration representationally, but the patterns of
correlation are too complicated to be accounted for by the limited mechanism
of mora counting.

6.2 Gordon’s approach

Gordon (1998, 1999, this volume) also recognises that a syllable’s contour tone
carrying ability is crucially dependent on the duration and sonority of the rhyme.
He maintains, however, that the effects of phonetics in phonology are indirect,
mediated by phonological structures projected from phonetics. In his system,
the constraint that bans contour tones on CV and CVO, for example, takes the
form of (25). The constraint does not directly refer to the phonetic measurement
of contour tone bearing ability CCONTOUR, but to the number of timing slots and
the feature [+sonorant].

(25) *T     T         [XX]R   A contour tone is licensed by a rhyme 
unless      :

      R  [+sonorant]  containing two timing slots that are [+sonorant].

Consequently, unlike the direct approach (in which partial contour reduction,
partial rhyme lengthening, and the combination of both are all treated in a uni-
form fashion as governed by same constraint hierarchy), Gordon must assume
that these are phonetic effects, as his analysis of Hausa indicates (26) (Gordon
1998: 247). With the tonal faithfulness constraint flanked between the constraint
requiring two timing slots for contour tones and the constraint requiring two
[+sonorant] timing slots for contour tones, Gordon’s analysis predicts that the
falling tone can surface on CVO, but does not predict that the falling tone is
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partially flattened and the fall-carrying CVO has a lengthened rhyme. Gordon
actually does not explicitly specify where the partial flattening and lengthening
take place, whether in the phonology proper or in the phonetics.

(26) Faithfulness(Tone) 
  ↓

*T     T           *T     T      [XX]R  *T     T        [XX]R 

unless [XX]R unless     unless      

R             R   [+sonorant]        R    [+syllabic]  

With constraint formulation as in (25), Gordon’s approach is in fact subject to
the same criticisms as the moraic approach. First, representing the contour tone
as [T T] concatenation misses any generalisations regarding tonal complexity,
particularly those involving tones with the same number of pitch targets. Second,
the concept of timing slots in the rhyme is formally identical to moras; then we
have the same problems (cf. section 6.1) with the number of distinctions that
must be made and whether it is appropriate to add timing slots for phrase-final
syllables and syllables in shorter words.

7 Conclusion

I have argued for two points. First, the phonological behaviour of contour tone
licensing is determined by the duration and sonority of the syllable rhyme, and
the root of this correlation lies in the fact that the production and perception
of tonal contours require sufficient sonorous rhyme duration. Second, a formal
analysis of contour tone licensing must encode the language-specific phonetic
facts of duration and sonority in the constraints; a structure-only approach that
only refers to the privileged phonological positions makes erroneous predic-
tions.

In a broader context, the facts of contour tone licensing illustrate the two
ways in which phonetics influences the phonological patterning of positional
licensing. First, positional licensing is contrast-specific; that is, different phono-
logical contrasts preferentially occur in different positions. This is due to the
fact that different contrasts require the support of different phonetic properties.
Second, for a particular contrast, its positional licensing behaviour is tuned
to language-specific phonetics; that is, the richness of the relevant phonetic
property in a given phonological context can differ from language to language,
and the positional licensing behaviour of the contrast in question is sensitive
to these differences. A valid analysis of positional licensing needs to reflect
the relevance of contrast-specific and language-specific phonetics, and the di-
rect approach sketched out above is an example of how such analyses should
proceed.
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Notes

1. Here and elsewhere, L = low pitch, M = mid, H = high, LH = a contour rising from
L to H, and similarly for other contours.

2. Tones here are denoted with the Chao letters (Chao 1948, 1968); ‘5’ and ‘1’ indicate
the highest and lowest pitches in a speaker’s regular pitch range.

3. This kind of additive lengthening effect has been documented for English in Klatt
1973 and for Mandarin Chinese in Zhang 2002a. Both works show that a stressed
syllable in prosodic-final position is longer than a stressless final syllable or a stressed
non-final syllable.

4. In brief, Lealao Chinantec, Margi, and Zengcheng Chinese only have rising tones.
This is unexpected given what we know about the differences between rising and
falling tones. But they also have contour restrictions that are related to the duration and
sonority of the rhyme in the expected direction: Lealao Chinantec limits contours
to stressed syllables (Rupp 1990); Margi limits contours to monosyllabic words
(Hoffman 1963); and Zengcheng Chinese limits contours to CVV and CVR (He
1986). In Lao (Morev et al. 1979), a rising tone and a high-falling tone can occur
on CVO, but not on CVVO; and in Saek (Hudak 1993), complex tone 454 occurs
on CVO, but not on CVVO. Without detailed phonetic description and historical
knowledge of these languages, I take them as exceptions to the implicational laws
and tendencies established in this section.
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5. For discussion on other factors that could potentially increase the CCONTOUR value of
the rhyme, but do not behave as privileged contour tone licensers in any language in
the survey, such as low vowels (as opposed to high vowels), voiced obstruent coda
(as opposed to voiceless ones), see Zhang 2002a.

6. The fact that CVVO primarily carries HL and L and CVO primarily carries H and
L can be understood from the following historical perspective. In Early Thai (pre-
fifteenth century), there was no tonal contrast on checked syllables. Between the
fifteenth and seventeenth centuries, a tonal split occurred: on CVVO, the split resulted
in HL after a voiced onset and a L after a voiceless onset; on CVO, it resulted in
a H after a voiced onset and a L after a voiceless onset. Possibly, the reason why a
HL did not result on CVO was that there was not enough duration for the contour to
surface.

7. Theoretically, there are various ways to increase the CCONTOUR value of the syl-
lable: increasing the sonorous rhyme duration, changing its sonorant coda into a
vowel, making the syllable in question stressed, and so on. The factorial typology
with the *Contour(x)-CCONTOUR(y) constraints and Ident[length], Ident[vocalic],
Ident[stress] should predict all these patterns. But in reality, I have not seen cases
in which the sonorant coda is changed to a vowel or the stress is shifted in order
to accommodate a contour tone. This is part of the ‘too many solutions’ problem, a
general issue in Optimality Theory. For proposed solutions, see Steriade 2001b and
Wilson 2000.

8. For more discussion on the similarity function and the consequence of using similarity
function of this sort in the evaluation of faithfulness constraints, see Zhang 2002a.



7 Vowel reduction*

Katherine M. Crosswhite

1 Background on vowel reduction

Vowel reduction is a well-known phonological phenomenon; the idea that cer-
tain vowels might undergo qualitative changes in unstressed positions is likely
to be familiar to anyone who has taken an introductory phonology course. Be-
cause this phenomenon can be so succinctly described – that is, ‘unstressed
vowels undergo neutralisation’ – it is often assumed that vowel reduction is a
unitary phenomenon, with a single formal analysis. In this chapter, I take the
contrary position that vowel reduction has two different mechanisms.

Acknowledging the bipartite nature of vowel reduction is key to explaining
what I refer to as ‘reduction paradoxes’ – cases in which vowel reduction
patterns indicate that one and the same vowel is both highly marked (i.e. tends
to be subject to reduction cross-linguistically) and highly unmarked (i.e. often
serves as a reduction vowel, replacing other vowel qualities that are subject
to reduction). This sort of paradox can be resolved by recognising two types
of constraints that focus on unstressed vowel qualities, but that have separate
teleologies. One type of constraint is based on the idea of prominence, and is
implemented using prominence reduction constraints (Prince and Smolensky
1993). With respect to prominence-reducing vowel reduction, unstressed /a/ is
disfavoured, being a highly sonorous vowel. The other is based on the idea of
contrast, and is implemented using licensing constraints; specifically, licensing
constraints focusing on avoiding unstressed noncorner vowels. In this sort of
vowel reduction, unstressed /a/ is favoured, since /a/ is one of the three corner
vowels /i, u, a/. In what follows, I will lay out the constraints motivating these
two types of reduction, their phonetic motivations, and examples of how they
work.

An additional point to be made is that the two constraint families alluded
to above only identify the vowels to be eliminated by vowel reduction and the
contexts in which they are to be eliminated. They do not, however, identify
the method for eliminating them. Invoking these constraints within Optimality
Theory predicts that languages will vary in the neutralisations used to meet
the demands of these constraints, and furthermore that the set of possible neu-
tralisations will correspond to the logical possibilities predicted by a factorial
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typology combining these reduction constraints with constraints on vowel faith-
fulness. Indeed, an empirical survey of vowel reduction languages demonstrates
a wide variety of vowel reduction patterns, including multiple cases where the
same unstressed sub-inventory is achieved via different sets of neutralisations,
and furthermore that the observed patterns are a good fit for a factorial typology
based on the analysis of vowel reduction provided here (Crosswhite 2001).

1.1 A note on vowel features and vowel faithfulness

One vowel quality that shows up quite commonly in vowel reduction is [ə]. I
assume that reduced [ə] is essentially a targetless vowel that is not specified for
any vowel features (except perhaps, following Browman and Goldstein 1992,
a specification for minimal opening). For example, I assume that in English the
weak, reduced vowel [ə] and the full vowel [�] differ in featural representation:
whereas [�] is specified mid central, [ə] is not. Assuming this representation, I
adopt a Dep/Max approach to vowel faithfulness (Zoll 1996). For example, the
reduction of /i/ to [ə] would require the deletion of the feature specifications
[+high, +front, −low], in violation of the corresponding Max[F] constraints.
Similarly, reduction to a non-schwa vowel will be treated as the deletion of
certain feature specifications, and the insertion of certain others. For example,
the reduction of /e/ to [i] would be represented as deletion of [−high] (violating
Max[−high]) and insertion of [+high] (violating Dep[+high]).

2 Contrast-enhancing reduction

The first type of vowel reduction I will consider is contrast-enhancing reduction,
in which certain undesirable or perceptually challenging vowel qualities are
limited to stressed position. In general, this form of reduction will amount to
elimination of noncorner vowels, especially mid vowels. One such reduction
pattern is found in Belarusian (Krivitskii and Podluzhnyi 1994), in which the
mid vowels /e, o/ both reduce to [a]:

(1) Vowel neutralisations in Belarusian (Krivitskii and Podluzhnyi, 1994)

Vowels under stress Same vowels unstressed
�noγi ‘legs’ na�γa ‘leg’
�kol ‘pole’ (nom.) ka�la ‘pole’ (gen.)
�vjosn-i ‘spring’ (gen.) vja�sna ‘spring’ (nom.)
�mjot ‘honey’ (n.) mja�dov-i ‘honey’ (adj.)
�ʃept ‘whisper’ ʃap�tatsj ‘to whisper’
�reki ‘rivers’ ra�ka ‘river’
�spjetsj ‘to ripen’ pa�spjavatsj ‘to mature’
�kljej ‘glue’ klja�jonka ‘oil-cloth’
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This form of reduction produces an end result in which unstressed syllables
are limited to the vowel sub-inventory [i, u, a]. As noted by Lindblom (1986),
this type of vowel inventory shows maximal dispersion and, therefore, minimal
acoustic ambiguity. This and similar types of vowel reduction will be motivated
using licensing constraints, which are discussed below.

2.1 Licensing constraints and contrast enhancement

Not all speech sounds are perceived equally well; furthermore, not all speech
sounds are equally good in all segmental or prosodic environments. From the
speaker’s point of view, it may be undesirable for a speech sound to be misper-
ceived – not merely out of charitable concern for the listener, but also out of
selfish reasons. If you produce a speech sound that is misperceived, you have
expended articulatory effort in an ineffective manner. This approach is the basis
for Steriade’s (1994a, b) licensing-by-cue approach to phonological neutrali-
sations. If a given contrast is in danger of being missed by the listener, why
should the speaker go to the trouble of producing it? In other words, positional
neutralisations based on the desire to avoid ineffectual expenditure of articu-
latory effort can be thought of as the grammatical encoding of the speaker’s
preference to ‘not deploy a feature in positions where its defining [acoustic]
cues are necessarily absent or diminished’ (Steriade 1994a). There are two log-
ical courses of action for a speaker who wants to avoid ineffectual articulation:
(1) Don’t say the sound at all, or (2) Say a different, but similar, sound. In this
study, I do not consider strategy (1) (deletion), instead I focus on strategy (2)
(neutralisation).

To account for contrast-enhancing vowel reduction, I will use licensing con-
straints – a non-faithfulness-based version of Steriade’s (1994a) Implement
constraint family. (See also Steriade’s (1994b) positional neutralisation con-
straints, as well as the stress-prominence constraints used by Majors (1998)
in the analysis of stress-dependent vowel harmony.) The form of a licensing
constraint is as follows:

(2) Lic-Q/�: The vowel quality Q is only licensed in context �,
where Q = any vowel quality or a natural vowel class

� = any context that enhances the accurate perception
of Q

Note that a licensing constraint cannot combine just any vowel quality Q with
just any context �: licensing is constrained by the requirement that the context
� must enhance the accurate perception of Q. It should also be underscored that
licensing constraints are not members of the faithfulness constraint family. A
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constraint such as Lic-Q/� will assign a violation mark for every instance of
[Q] that occurs without �, irrespective of whether [Q] is underlying or derived.

In this respect, licensing constraints are similar to the grounding conditions
discussed by Archangeli and Pulleyblank (1994). For example, drawing on the
fact that tongue root advancement and tongue body raising are articulatorily
compatible gestures, while the combination of tongue root advancement and
tongue body lowering are articulatorily antagonistic, they posit constraints of
the type ATR/Low, which prohibits the [−ATR] feature specification from co-
occurring with a [−low] specification (i.e. vowels that are [−ATR] must be
low). The licensing constraints used here take a similar approach, applying
not to combinations of features (as in ATR/Low), but to combinations of fea-
tures with positions (such as stressed position). It should also be pointed out
that Archangeli and Pulleyblank’s motivation for the ATR/Low constraint (and,
indeed, for most of their grounding conditions) is based on articulatory consid-
erations: retraction of the tongue root allows easier depression of the tongue
body – thus [−ATR] and [+low] are articulatorily compatible. Archangeli and
Pulleyblank also allow grounding conditions to refer to acoustic compatibil-
ity of the type discussed with respect to licensing above, but their emphasis
is usually on articulatory compatibility.1 In the enhancement-based licensing
constraints used here, articulatory considerations do not play a role, although
acoustic compatibility is required (the licensing context � must enhance correct
perception of Q).

The particular licensing constraints considered here are those focused on
particular vowel qualities in stressed position. The licensing constraint that
motivates most cases of contrast-enhancing vowel reduction is:

(3) Lic-Noncorner/Stress: Noncorner vowels are licensed only in stressed
positions.

In order to maintain the phonetic motivation for contrast-enhancing vowel re-
duction, it is necessary to demonstrate two facts: (1) that noncorner vowels
(the quality Q) are subject to misperception, and (2) that stressed position (the
context �) enhances their correct perception. These two issues are addressed
separately below.

2.2 Corner vs noncorner vowels

The corner vowels /i, u, a/ show several special properties: they are the three
most common vowels, occurring in almost all languages (Maddieson 1984);
and, as a set, they constitute the smallest complete vowel inventory found with
any regularity in the world’s languages (Maddieson 1984; Lindblom 1989).
Although much remains to be learned about these vowels, three characteris-
tics work to single out /i, u, a/ from all remaining vowel qualities: dispersion
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(Lindblom 1986), quantal characteristics (Stevens 1989), and focalisation (cf.
Stevens 1989; Schwartz et al. 1997).

Dispersion refers to the efficient use of the acoustic space available. Speech
sounds should be well dispersed throughout this space, so as to increase the
distinctiveness of each of the sounds from the others. It is for this reason that
certain vowel inventories are very common across the world’s languages: they
locate vowels at various points in acoustic space that maximise the acoustic
distance between the members of the inventory. This idea, often referred to
as Dispersion Theory, has been articulated in a number of articles by Bjorn
Lindblom and collaborators (Liljencrants and Lindblom 1972; Lindblom 1986;
Lindblom and Maddieson 1988; et al.) Under this theory, the corner vowels
/i, u, a/ are special in that they are maximally acoustically distinct: in theory,
a vowel system consisting of these three vowels would be easiest in terms of
perception because the possibility for confusing an intended vowel quality for
an incorrect but adjacent vowel quality is minimised. However, this cannot be
the only motivation for treating the corner vowels /i, u, a/ as special. As illus-
trated in Lindblom 1986, the distance metric alone does not uniquely identify
/i, u, a/ as having this quality. The vowel inventory /i, u, ɔ/ also displays max-
imal dispersion (and, as pointed out by Lindblom, is an attested three-vowel
inventory).

The vowels /i, u, a/ are also special in terms of their production: they all show
quantal effects (Stevens 1989). A quantal effect occurs when a given change
in articulation does not produce a correspondingly large acoustic change. That
is, speech sounds that show quantal effects are ones in which the appropriate
acoustic quality is more or less consistent with a wide range of articulations.
Non-quantal sounds, in contrast, show large changes in acoustic quality for
similarly sized articulatory changes. Quantal Theory (Stevens 1989) hypothe-
sises that languages prefer to use speech sounds that show these quantal effects,
presumably because they are consistent with a wider range of articulations,
and thus easier to produce under a wide range of contexts. In particular, the
vowels /i, u, a/ all show this sort of effect. For example, as illustrated by
Perkell and Nelson (1982, 1985) and Perkell and Cohen (1986), the articu-
lation of /i, u, a/ does show significant variation in constriction location, but
not in terms of constriction degree, supporting the idea that these vowel qual-
ities are fairly stable in the face of certain types of articulatory changes as
identified by Quantal Theory. However, it is again the case that quantal effects
alone are insufficient to explain why /i, u, a/ constitute a special class: it is
not the case that /i, u, a/ are the only vowels that show such effects. Indeed,
it has been suggested that central vowels like /�/ and /ə/ also show quantal
effects (Ladefoged et al. 1977; Pisoni 1980). However, as pointed out by Diehl
(1986), the vowels /i, u, a/ are distinguished by having not only articulatory
stability, but also in the fact that they do not share this characteristic with
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adjacent qualities. That is, the vowels /i, u, a/ not only occupy areas of acoustic
stability in the face of articulatory variation, but they are surrounded by areas
of instability, where acoustic quality is comparatively sensitive to articulatory
variation.

Furthermore, Stevens (1989) also points out that the quantal vowels /i, u,
a/ and /y/ are perceptually special by virtue of having spectral prominences
caused by convergences: either proximity of two formants (/i/: F3, F4; /a/: F2,
F1; /y/: F2, F3), or proximity of the first formant and the fundamental frequency
(/u/). Stevens suggests that these proximities are (or tend to be) less than some
critical distance necessary for distinguishing both prominences; that is, that the
two formants (or F1 and F0) are so close in these vowel qualities as to converge
auditorily into a single spectral prominence.

Schwartz et al. refer to the presence of such convergences as giving a vowel
a ‘focal’ property. Based on the finding that these focalisations lead to more
stable patterns in discrimination tasks, Schwartz et al. hypothesise that they
also lead to increased perceptual salience. For an intuitive explanation of this
effect, they quote Lieberman (1971: 57–8) as saying that these vowels ‘provide
acoustic salience: that is, their formant frequency patterns yield prominent
spectral peaks (formed by the convergence of two formant frequencies [. . .])
that make it easier to perceive the sounds, just as, in the domain of colour
vision, saturated colours are easier to differentiate than muted ones’. Schwartz
et al. then propose a hybrid Dispersion-Focalisation Theory, which seeks to
maximise not just distance between vowels (inter-vowel salience, dispersion),
but also the intra-vowel salience or ‘local focalisation’. Under this approach, the
possible three-vowel inventories /i, u, a/ and /i, u, ɔ/ (both of which maximise
dispersion) are distinguished, with /i, u, a/ being more optimal since it maximises
both dispersion and focalisation.

Given the above, it does seem clear that the vowels /i, u, a/ do have a spe-
cial status. This status does not seem to be linked to any single characteristic,
but perhaps to the amalgamation of several, making this set of vowels par-
ticularly auspicious. Their qualities are stable against articulatory variation,
they are maximally acoustically distinct from one another, and they are per-
ceptually salient due to convergences of spectral prominences. Not only are
they individually ‘good’ vowel qualities, but as a set they also constitute a
particularly desirable vowel inventory. It therefore seems reasonable to sup-
pose that precisely these vowels would be the most desirable to use in cases
where correct vowel perception is at risk. Put another way, vowels that are
not members of this set might reasonably be limited, in some languages, to
those positions where their correct perception is most favourable. As such, this
set of vowels seems like a plausible candidate for the quality Q mentioned in
a licensing constraint – that is, the set that requires a particular environment
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to be phonologically licensed. With this in mind, I now turn to consider the other
side of the question, namely the position where these vowels are licensed.

2.3 Motivating licensing under stress

As mentioned earlier, this section specifically focuses on cases where noncorner
vowels are neutralised in unstressed syllables. As just outlined, corner vowels
have several special characteristics that make them particularly desirable pho-
netically. However, is it the case that stressed position is a context that would
increase the correct perception of a noncorner vowel? In general, increasing
the exposure to any stimulus increases the likelihood that the stimulus will
be correctly identified. Assuming that stress engenders increased duration, the
condition placed on licensing constraints (� must enhance correct perception
of Q) is met, and stressed position is an appropriate context for a licensing
effect.

In connection with this, it is interesting to note that the constraint proposed,
Lic-Noncorner/Stress, appears to be active only in those languages where
stress is correlated with increased duration: I have found no examples of stress-
induced licensing of vowel features that occur in either languages where stress
is strictly intensity-based (i.e. stressed vowels are not longer than unstressed
ones, as in contemporary Czech (Palková 1994)), or in languages that use pitch
accent. There are, however, interesting examples where some variety of a lan-
guage that predominantly shows pitch accent or intensity-based stress does
possess vowel reduction. In all such cases I have found, the accentual system of
the innovating dialect has replaced the prosodic system of the predominating di-
alects with a duration-based stress system. Examples include Standard Slovene
(Bezlaj 1939; Toporišič 1976; Lenček 1982); Horjulj Slovene (Lenček 1982:
145), Botzetierra Basque (Hualde 1991), and dialectal Polish (Urbańczyk 1953:
11). There are also cases that go the other way around, in which a language
shows predominantly duration-based stress, but also has dialects that lack vowel
reduction. In these cases, the dialects in question lack a strong duration-based
stress (cf. Russian with okan’e; Kasatkin 1989).

2.4 Effect of Lic-Noncorner/Stress

The Lic-Noncorner/Stress constraint induces elimination of unstressed mid
vowels. In the Belarusian example provided earlier, both the unstressed mid
vowels /e, o/ were eliminated via lowering to [a]. However, this is not the only
possible result for Lic-Noncorner/Stress. For example, the exact opposite
phenomenon – reduction via raising – is also attested. An example of this
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reduction pattern is found in the Native American language Luiseño (Munro
and Benson 1973):

(4) Vowel neutralisations in Luiseño (Munro and Benson 1973)

Vowels under stress Same vowels unstressed
unstressed �tʃoka ‘to limp’ tʃu�katʃkaʃ ‘limping’
/e, o/ raise �hedin ‘will open’ hi�diki- ‘to uncover’

tʃa�pomkat ‘liar’ �tʃaʃpumkatum ‘liars’
unstressed �maha ‘to stop’ ma�hamhaʃ ‘slow’
/i, u, a/ do �ku�mit ‘smoke’ ku�mikmiʃ ‘smoky

colored’
not reduce �� u�kat ‘deer’ �pa�� ukat ‘elk’

ta�kitkiʃ ‘straight’ �ta�kiʃ ‘stone for
smoothing
pottery’

In the Luiseño case, unstressed mid vowels are eliminated by raising. Note
that the remaining vowels do not undergo reduction, once again creating the
maximally dispersed vowel sub-inventory [i, u, a] in unstressed positions. The
difference between Belarusian and Luiseño can easily be accounted for by us-
ing different rankings for vowel faithfulness constraints: Belarusian eliminates
unstressed mid vowels in a manner that preserves their underlying nonhigh
nature, while Luiseño eliminates the same vowels in a manner that preserves
their underlying colour. The following partial grammars illustrate this state of
affairs:

(5) Partial grammars for Belarusian and Luiseño vowel reductions

Belarusian:
Lic-Noncorner/Stress � Max[round],
Max[−high] Max[+front]

Luiseño:
Lic-Noncorner/Stress,
Max[round], Max[+front]

� Max[−high]

In both the Belarusian and Luiseño cases, the Lic-Noncorner/ Stress con-
straint is undominated (at least in these partial grammars), thus motivating the
elimination of unstressed /e, o/. In addition, in each case at least one, if not two,
vocalic faithfulness constraints are also undominated. In the case of Belaru-
sian, the undominated faithfulness constraint is Max[−high], which derives
reduction-via-lowering, as illustrated below for two hypothetical forms:
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(6) Reduction via lowering (e.g. Belarusian)

/to�ta/ Lic- Max Max Max
‘hypothetical word’ Noncorner [−high] [round] [+front]

☞ [ta�ta] *

[tu�ta] *!

[to�ta] *!

/teta/ Lic- Max Max Max
‘hypothetical word’ Noncorner [−high] [round] [+front]

☞ [ta�ta] *

[ti�ta] *!

[te�ta] *!

As illustrated, the two topmost constraints do not need to be ranked with re-
spect to one another – the fact that the colour-based faithfulness constraints
are at the bottom of the constraint hierarchy is adequate to derive reduction via
lowering. By reversing the position of the colour-based faithfulness constraints
and Max[−high], reduction via raising is derived:

(7) Reduction via raising (e.g., Luiseño)

/to�ta/ Lic- Max Max Max
‘hypothetical word’ Noncorner [round] [+front] [−high]

☞ [tu�ta] *

[ta�ta] *!

[to�ta] *!

/teta/ Lic- Max Max Max
‘hypothetical word’ Noncorner [round] [+front] [−high]

☞ [ti�ta] *

[ta�ta] *!

[te�ta] *!

Again, the only ranking that need be specified to derive reduction via raising
is that Max[−high] must be at the bottom of the constraint hierarchy. Other
logically possible permutations of these constraints predict yet other neutrali-
sation patterns for eliminating unstressed mid vowels, all of which seem to be
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attested. For example, by ranking Max[round] at the bottom of the constraint
hierarchy, an asymmetrical reduction pattern (/e/ > [i], /o/ > [a]) is predicted,
as shown below. This type of pattern is attested in Contemporary Standard
Russian.

(8) An asymmetrical reduction pattern (e.g. Russian)

/to�ta/ Lic- Max Max Max
‘hypothetical word’ Noncorner [+front] [−high] [round]

☞ [ta�ta] *!

[tu�ta] *

[to�ta] *!

/teta/ Lic- Max Max Max
‘hypothetical word’ Noncorner [+front] [−high] [round]

☞ [ti�ta] *

[ta�ta] *!

[te�ta] *!

Reversing the position of Max[+front] and Max[round] predicts the opposite
asymmetrical pattern: /e/ > [a], /o/ > [u]. This pattern is attested in Algueres
Catalan (Recasens 1991). Similarly, by adding additional vocalic faithfulness
constraints, even more variations on the elimination of unstressed mid vowels
are accounted for. Some of these additional patterns include [ATR]-preserving
patterns (cf. Bergün Romansch: /ε, ɔ/ > [a], /e/ > [i], /o/ > [u], Lutta 1923;
Kamprath 1991), and [low]-preserving patterns (cf. Saipanese Chamorro: /æ,
ɑ/ > [a]). For a more detailed description of predicted reduction patterns and
their attestation, see Crosswhite 2001.

2.5 Licensing-based reduction creating novel vowel qualities

Another type of licensing-based reduction creates as its output vowels that do
not belong to the basic inventory of vowel phonemes. We consider first a case
from Slovene. In Slovene, there are eight phonemic vowel qualities: /i, u, e, o, ε,
ɔ, a, ə/. Note the phonemic contrast between lax and tense vowels, as illustrated
by pairs such as [�tse
sta] ‘road’ vs [�sε
stra] ‘sister’. However, this opposition
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is only maintained in long, accented syllables. Since stress is mobile in Slovene,
this produces tense ∼ lax alternations, as illustrated below (data from Bidwell
1969):

(9) Vowel neutralisations in Standard Slovene (Bidwell 1969)

Vowels under stress Same vowels unstressed
unstressed ɔ �gɔ
ra ‘mountain’ nom. sg. gɔ�re
 ‘mountain’ gen. sg.
(no change) �pɔ
tɔk ‘stream’ nom. sg. pɔ�to
ka ‘stream’ gen. sg.
unstressed ε �pl�
ma ‘tribe’ nom. sg. pl��me
na ‘tribes’ nom. pl.
(no change) �s�
stra ‘sister’ nom. sg. s��stre
 ‘sister’ gen. sg.
unstressed o > ɔ �mo� ‘man’ nom. sg. mɔ��je
 ‘men’ nom. pl.

�ko
st ‘bone’ nom. sg. kɔ�sti
 ‘bone’ gen. sg.
unstressed e > ε �re
tʃ ‘word’ nom. sg. r��tʃi
 ‘word’ gen. sg.

�tse
sta ‘road’ nom. sg. ts��ste
 ‘road’ gen. sg.

The tense ∼ lax distinction is also neutralised in short, accented syllables, as
illustrated by forms such as [�km�
ta] ∼ [�km�t] ‘peasant’ (gen./nom.) As il-
lustrated, the traditional description is that when the tense ∼ lax distinction is
neutralised, it is in favour of the lax mid vowels [ε, ɔ]. The only other known
case of reduction via laxing is from certain north-eastern dialects of Brazilian
Portuguese (Brakel 1985; Perrone and Ledford-Miller 1985). The existence of
reduction via laxing is something of an anomaly, since the opposite form of
reduction – reduction via tensing (see section 3.7) – seems much more com-
mon, and moreover fits in with the theoretical approaches to vowel reduction
presented here. However, instrumental analysis of the Slovene tense ∼ lax neu-
tralisation by Lehiste (1961) indicates that there is more to the story than would
be guessed based on examining traditionally transcribed forms, such as those
presented above. She finds that the neutralised vowels usually transcribed as
[ε] and [ɔ] are actually intermediate between non-neutralised /e/ and /ε/ or /o/
and /ɔ/. Lehiste therefore proposes that the Slovene tense ∼ lax neutralisation
is actually a case of archiphonemic neutralisation: the neutralised vowels are
simply unspecified for laxness or tenseness and might, therefore, be more ac-
curately transcribed as the archiphonemes [e, o]. The graph in figure 7.1, based
on the vowel formant measurements reported by Lehiste (1961), illustrates this
situation. This is in stark contrast with reduction via tensing. For example, an
underlying tense ∼ lax distinction is also neutralised in many dialects of Italian,
but this time in favour of the tense vowels. Data illustrating this phenomenon
are provided below:
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Figure 7.1 Stressed and Unstressed Mid Vowels in Slovene (data from Lehiste
1961)

(10) Vowel neutralisations in Standard Italian

Vowels under stress Same vowels unstressed
unstressed ɔ > o ak�kɔʎʎere ‘to receive’ akkoʎ�ʎεnte ‘welcoming’

�fɔʎʎo ‘page’ foʎ�ʎetto ‘slip of paper’
unstressed ε > e �b�lla ‘beautiful’ bel�lettsa ‘beauty’

�p�dd�o ‘worse’ ped�d�ore ‘to worsen’
unstressed o �sole ‘sunlight’ soled�d�ato ‘sunny’
(no change) �bokka ‘mouth’ bok�kaʎʎo ‘mouthpiece’
unstressed e �pelo ‘hair’ pe�loso ‘hairy’
(no change) �rete ‘net’ re�ticolo ‘network’

Instrumental analysis by Baroni (1996) demonstrates that the neutralised vowels
in Italian are not intermediate between the qualities observed for the stressed lax
and tense mid vowels. Rather, the neutralised vowels (transcribed as unstressed
[e, o] above) are in fact qualitatively indistinguishable from stressed [e, o].
Thus, we have a contrast: a tense ∼ lax distinction is eliminated in unstressed
syllables in Italian by replacement (lax vowels are replaced by tense ones),
while in Slovene a tense ∼ lax distinction is eliminated in unstressed (and
short stressed) syllables by feature elimination (both lax and tense vowels are
replaced by an archiphoneme not specified for [ATR]).

A case that is formally similar to the Slovene tense ∼ lax neutralisation is
found in Eastern Ojibwa (Bloomfield 1957; Miller 1972). In Eastern Ojibwa,
there are basically three monomoraic vowel qualities: /i, υ, a/. In unstressed
positions (described by Bloomfield (1957) simply as odd syllables counting
from the left edge of the word), /i/ and /a/ reduce to [ə], while /υ/ reduces to a
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rounded variant of schwa. Superficially, this pattern resembles reduction of all
vowels to [ə] (see section 3.7); however, it differs in that one distinctive feature,
namely [round], is preserved under reduction. Recall here that [ə] is analysed
as a featureless vowel. Therefore rounded schwa would be represented as a
surface vowel with a specification for [round], but no specification for height
or advancement.

The licensing effects discussed in the preceding sections can be described
as bans on certain vowel qualities in unstressed positions, leading to the elimi-
nation of certain vowel specifications. However, both the Slovene and Eastern
Ojibwa cases could be modelled by banning certain vowel distinctions in a given
position, leading to the wholesale absence of some feature in that position. In
the case of Slovene, the feature [ATR] cannot occur in monomoraic positions.
In the case of Eastern Ojibwa, the features [high] and [front] do not occur
in monomoraic unstressed positions. This might suggest licensing constraints
such as the following:

(11) Lic-[ATR]/��: Feature specifications for [ATR] may only occur in asso-
ciation with bimoraicity.

(12) Lic-[high, front]/Stress: Feature specifications for [high] and/or [front]
may only occur in association with stress.

This sort of licensing constraint can be seen as establishing a second vowel
inventory for unstressed and/or short positions by redefining the set of features
allowable in these contexts. That is, this sort of licensing constraint actually
introduces new vowel qualities that occur in unstressed or short positions, but
are absent from stressed or long positions. This apparent increase in vocalic
complexity dependent on stress/length is seemingly mitigated by the fact that
the unstressed/short vowel inventory uses fewer features, and therefore makes
fewer vowel distinctions, despite the fact that it introduces additional vowel
qualities.

3 Prominence reduction

In the preceding section, I discussed a number of vowel reduction systems
based on the idea of avoiding noncorner vowels in unstressed position. In this
type of system, the unstressed vowel [a] was considered to be highly desirable.
Interestingly, there are also vowel reduction systems that seem to suggest exactly
the opposite conclusion: in these systems, [a] is illegal in stressless position,
and reduces to [ə]. A resolution of this paradox, as we will see, can be found in
enriching the constraint system, attributing constraints with conflicting effects
to conflicting phonetic teleologies.
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One example of a phonological system that reduces stressless [a] to schwa is
found in Bulgarian. As in various systems discussed so far, the noncorner vowels
/e, o/ are neutralised in unstressed syllables, surfacing as [i, u], respectively, as
shown in (13a–c). However, the vowel /a/ is reduced to [ə] (13d–e). Clearly,
this reduction pattern is at odds with the phenomenon of contrast enhancement.

(13) Vowel reduction in Bulgarian
Vowels under stress Same vowels unstressed

a. �roguf ‘of horn’ ru�gat ‘horned’
b. �onzi ‘that’ (masc.) u�nazi ‘that’ (fem.)
c. �selu ‘village’ si�la ‘villages’
d. �rabutə ‘work’ rə�botnik ‘worker’
e. �grat ‘city’ grə�dets ‘town’

A further fact, which fits into this general pattern, is that Bulgarian also has a
phonemic /ə/, which does not undergo neutralisation: unstressed /ə/ emerges
without change. This only adds to the puzzle. Since the vowel quality [ə] is
at least as nonperipheral as the qualities [e, o] (if not more so), why does
this vowel escape reduction? To solve this type of vowel reduction paradox, I
propose that Bulgarian vowel reduction, and similar reduction types, constitute
a formally distinct type of vowel reduction, which I refer to as prominence
reduction. Prominence-reducing vowel reduction is based on the desire to avoid
particularly long or otherwise salient vowel qualities in unstressed positions.
A wide variety of vowel reduction patterns seem to fall into this category. This
type of vowel reduction will be modelled here using prominence alignment
constraints, as discussed by Prince and Smolensky (1993).

3.1 Prominence alignment

The formal mechanism of prominence alignment was first employed by Prince
and Smolensky (1993) in an analysis of predictable syllabicity in Imdlawn
Tashlhiyt Berber, in which any segment can be syllabic, and the choice of
which individual segments will surface as syllable nuclei in any given word is
predicted by relative sonority. Specifically, more sonorous segments are cho-
sen to occupy the syllable nuclei positions, while less sonorous segments are
chosen to occupy syllable onset positions. Prince and Smolensky analyse this
pattern as a case of ‘stacking’, or aligning, prominent elements. Assuming that
syllable nucleus position is a prominent prosodic position, and furthermore
that increasing segmental sonority is correlated with increasing prominence,
the Imdlawn Tashlhiyt Berber pattern can be accounted for simply by saying
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that prominence at both the segmental and syllabic levels should co-occur. That
is, combinations of prominent syllabic position plus non-prominent segmental
material (or vice versa) should be avoided. This is formalised by Prince and
Smolensky starting with identification of two ‘phonetic scales’. The two scales
they used are illustrated below. (The symbol ‘prom>’ means ‘is more prominent
than’.)

(14) Scale 1: Syllabic prominence
peak prom> margin

Scale 2: Segmental prominence (sonority)
a prom> e, o prom> i, u prom> l, r prom> n, m prom> etc.

These two ‘phonetic scales’ are then crossed, as follows. Choose one element of
Scale 1 and cross it, in order, with each member of Scale 2. The resulting com-
binations form the basis of Optimality-Theoretic constraints militating against
that particular combination of elements. These constraints are inherently ranked
with respect to one another, mirroring the order of elements in Scale 2.

Since Scale 1 has two members, there are two different ways the crossing
operation can proceed, producing constraints that either focus on the prominent
member of Scale 1, or the non-prominent member of Scale 1. The two constraint
families that can be made by crossing the two scales shown in (14) are illustrated
below:

(15) *Margin/a � *Margin/e, o � *Margin/i, u � *Margin/l, r �
*Margin/n, m � . . .

(*Margin/X = X is not a syllable margin.)

(16) . . . � *Peak/n, m � *Peak/l, r � *Peak/i, u � *Peak/e, o � *Peak/a
(*Peak/X = X is not a syllable peak.)

Note that the constraints in (15) focus on the non-prominent member of
Scale 1, namely, syllable margin position. Following Jian-King (1996), I will
refer to this type of constraint family as a prominence reduction family. Note
that a prominence reduction family has members ranked in order of decreasing
sonority, encoding the idea that reductions of prominence are preferred in non-
prominent positions. For example, the fact that *Margin/a is the highest-ranked
member of this family expresses the idea that the vowel quality [a] is in fact the
worst possible syllable margin imaginable – the fact that it is the highest-ranked
constraint means that it is the most difficult to violate. Similarly, the constraints
in (16) focus on the prominent member of Scale 1, namely, syllable nucleus
position. I will refer to this type of family as a prominence alignment family.
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Note that its members are ranked in order of increasing sonority, expressing the
idea that high prominence is preferred in prominent positions. For example,
the fact that *Peak/a is the lowest-ranked member of this family expresses
the idea that [a] is in fact a very good syllable nucleus – the fact that it is the
lowest-ranked member means that it is the easiest one to violate.

The idea of crossing two phonetic scales is not limited to sonority and syl-
labicity. In theory, any two prominence scales can be crossed in a similar way.
For example, Kenstowicz (1994) employs this technique to cross sonority with
stress (stressed prom> unstressed), explaining why certain high-sonority vowels
in some languages attract stress, while certain low-sonority vowels in other
languages repel stress. Similarly, Gordon (this volume) uses constraints cross-
ing stress with rhyme prominence to explain patterns of syllable weight, and
Crosswhite (2001) crosses sonority with moraicity to explain why certain high-
sonority vowels undergo lengthening in stressed position more easily than low-
sonority vowels.

3.2 Motivating prominence alignment

Prince and Smolensky (1993) make it clear that the prominence alignment
mechanism is intended to be phonetically motivated: the inherent ranking of
constraints in these families is intended to mirror some specific physical contin-
uum that could, presumably, be objectively established through measurement.
However, the exact physical continuum appropriate for this is far from clear.
For example, it has been noted several times that the phonological sonority
hierarchy cannot straightforwardly be reduced to any single phonetic charac-
teristic. For example, Fry (1979) attempts to correlate phonological sonority
in English with intensity (louder = more sonorous), while Lindblom (1983)
suggests a basis for sonority in jaw opening (more jaw depression = greater
sonority). However, both of these proposals fail to generate the precise ordering
employed by phonologists in analyses of, say, sonority sequencing in syllab-
ification. The major problems with these approaches are laid out by Keating
(1983) and Malsh and Fulcher (1989). For example, although segments can be
classed by their preferred degree of jaw opening (as in Lindblom 1983), it turns
out that most consonants can easily accommodate a wide range of jaw positions,
while relatively few segments (such as /s/) have a more demanding, less vari-
able jaw position (Keating 1983). Furthermore, although intensity correlates
with sonority fairly well for sonorant segments like vowels, liquids, and nasals,
defining sonority in terms of intensity makes incorrect predictions concerning
obstruents. Certain obstruents, such as fricatives, have a fairly high intensity
due to the presence of noise produced at a constriction site somewhere in the
vocal tract, yet they are considered to be low-sonority segments.
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In response to these difficulties, some researchers have proposed that there is
not a single physical correlate for sonority, but many. For example, Malsh and
Fulcher (1989) propose that sonority is correlated to intensity plus jaw opening –
under their framework, segments that are both loud and open (such as vowels
and sonorous consonants) will be highly sonorous, while segments that are
both quiet and close (such as stops) are highly non-sonorous. Segments that
are ambiguous, such as /s/, which has a close jaw position but high intensity,
will be ordered on a language-specific basis. In a similar tack, Nathan (1989)
proposes a number of physical correlates (voicing, openness, ‘prolongability’)
that tend to make a segment more prototypically sonorous. However, I propose
that it is too early to give up hope for a straightforward physical correlate for
sonority. In connection with this, it is worth noting a similar situation regard-
ing another prominence-based phonological phenomenon, syllable weight. As
demonstrated by Gordon (this volume), syllable-weight hierarchies are in some
cases straightforwardly correlated with simple duration measurements, but this
correlation is imperfect – a slightly different measure, total perceptual energy,
provides a better basis for predicting syllable-weight distinctions. With this in
mind, it may be the case that some other, more specific, measure may pro-
vide a phonetic basis for the phonological sonority hierarchy. For example, in
Keating’s (1983) discussion of sonority, she points out that jaw opening and the
frequency value for the first formant (F1) are both correlated with amplitude
at low frequencies: lower jaw position correlates with a higher F1 and higher
low-frequency amplitude. In contrast, noise associated with obstruents tends to
be broad spectrum or high frequency. Similarly, Stevens (1989: 35–7) notes that
sonorant and non-sonorant consonants differ in low-frequency amplitude: pro-
ducing a constriction somewhere in the vocal tract in turn decreases transglottal
pressure and causes a decrease in the amplitude of glottal pulses. According to
Stevens, this causes a drop-off in amplitude at low frequencies, specifically in
the vicinity of the first harmonic. These observations, coupled with the fact that
the human auditory system responds differently for low- and high-frequency
sounds (those above or below approximately 3 kHz; Johnson 1980), it seems
at least reasonably plausible that sonority should not be equated with general
amplitude, but with low-frequency amplitude.

Although this hypothesis has yet to be tested experimentally, it is clear that
this hypothesis, or some form of it, satisfactorily accounts for vocalic promi-
nence. Indeed, it may be the case that vocalic prominence and consonantal
prominence are not truly the same creature: in determining the phonetic basis
for phonological sonority hierarchies, it is generally the ordering of obstruents
that is problematic. For example, Wright (this volume) makes a compelling
case for the role of perceptual robustness in accounting for consonantal sonor-
ity sequencing restrictions. In comparison with obstruents, the relative sonority
of vowels and sonorant consonants is relatively straightforward. For example,
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it has been found for a number of languages that low vowels tend to be longer
in duration than mid vowels, which in turn tend to be longer than high vowels
(cf. Lehiste (1970) for an overview). Lehiste (1970) proposes that this low >

mid > high duration pattern is in fact universal, and rooted in physiological
factors. That is, vowels generally require a fairly open vocal tract, and one way
of achieving this is through jaw depression. The lower the vowel, the more
jaw depression is typically observed, and hence, a longer articulation time.
Furthermore, the more open the vocal tract is, the more sound can escape,
thus increasing intensity. Although this phonetic explanation does not extend
to consonants, it is clear that vocalic prominence is straightforward: the longer
and louder a vowel is, the more prominent it is. By virtue of the way in which
vowels are articulated, both of the characteristics are generally correlated with
jaw depression. This definition of vocalic prominence has the added benefit
that it can easily be extended to new vowels. For example, Kenstowicz (1994)
proposes extending the sonority hierarchy to include [ə] as the least sonorous of
vowels to explain why, in certain languages, this vowel has the special property
of repelling stress. Taking the common assumption that [ə] is a mid vowel, this
extension is unmotivated. If sonority were correlated simply to tongue height,
we would expect [ə] to have a medium sonority, similar to that of [e, o]. How-
ever, under the current hypothesis, this extension is expected. For example,
Gruzov (1960) explores vowel duration in Mari, a language where [ə] does
have the stress-repelling property investigated by Kenstowicz (1994). His data
show that this vowel is indeed significantly shorter than the other vowels not
showing this behaviour, a characteristic that extends even to cases of stressed
[ə], where lengthening under accent is minimal. Similarly, jaw depression mea-
surements for [ə] in Bulgarian indicate that this vowel is very close, showing a
jaw depression about the same as for Bulgarian [i, u].2

With this interpretation of vocalic prominence in mind, prominence-stacking
effects such as low-sonority vowels repelling stress (Kenstowicz 1994), or low-
sonority vowels lowering under stress (Crosswhite 1998), can be seen as a
grounded effect, in the sense of Archangeli and Pulleyblank (1994). That is, the
only characteristic that seems to be held in common between vocalic promi-
nence (sonority) and positional prominence (such as stress or syllabicity) is the
presence of either increased intensity, increased duration, or both. By making
prominent positions co-occur with sonorous segmental material, entities with
the same or similar phonetic characteristics, in this case, duration and intensity,
are made to co-occur within a single segmental locus.

This goal can be realised in a number of ways. The specific case of
prominence-stacking investigated by Prince and Smolensky was syllabifica-
tion – in their examples, syllable nuclei were chosen based on their relative
sonority, with the most sonorous segments preferentially parsed as syllabic.
For example, a low-sonority vowel like [i] would be parsed as an onset or coda
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if doing otherwise would require a higher sonority vowel like for example,
[o] or [a] to be non-syllabic. In other words, the underlying sonority of the
segments involved remains static, and prosodic prominence (i.e. syllabicity) is
manipulated to provide a good match. However, the opposite is also possible:
the sonority of the underlying segments can be increased in order to make them
into better syllable nuclei. For example, in the (now-extinct) Native American
language Gabrielino (Munro p.c.), short high vowels never surface as syllable
nuclei. When such a form would otherwise be expected (i.e. when underlying
/i
/ shortens in unaccented position), the vowel lowers to mid. A similar phe-
nomenon occurred historically in most Slavic dialects (the so-called ‘fall of the
jers’, cf., e.g., Vaillant 1958), in which the short high vowels /i, u/ were either
deleted, or lowered to a more sonorous vowel quality (usually to [e, o], although
the exact vowel qualities vary from dialect to dialect). In both of these cases,
the underlying sonority of vowels is manipulated in order to provide a good
match for prosodic prominence. It is precisely this sort of case – the reduction
of underlying sonority in unstressed positions – that is discussed in more detail
below.

3.3 Applying prominence alignment/reduction to vowel reduction

Prominence-reducing vowel reduction results from the application of promi-
nence reduction constraints to vowels in unstressed positions. For example, the
following constraint hierarchy is found in several languages with prominence-
reducing vowel reduction.

(17) *Unstressed/a � *Unstressed/ε, ɔ � *Unstressed/e, o �
*Unstressed/i, u � *Unstressed/ə

This constraint hierarchy is calculated by crossing the following two phonetic
scales:

(18) Scale 1: Accentual prominence
stressed prom> unstressed

Scale 2: Vocalic prominence
a prom> ε, ɔ prom> e, o prom> i, u prom> ə

As before, the prominence reduction constraint family that would be based on
these scales is produced beginning with the non-prominent member of Scale 1
(unstressed position). This systematically crosses it with the members of
Scale 2, starting with the most sonorous member [a]. The highest ranking
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prominence reduction constraint based on these two scales is therefore
*Unstressed/a (‘low vowels are not found in unstressed position’).

To demonstrate how prominence reduction applies to unstressed vowels in
more detail, two examples of prominence-reduction vowel reduction are dis-
cussed below: Bulgarian and Sri Lankan Portuguese Creole.

3.4 Prominence reduction in Bulgarian

In Standard Bulgarian (as well as many other Bulgarian dialects), there is a six-
vowel inventory: /i, u, e, o, ə, a/. Note that /ə/ is a phonemic vowel in Bulgarian,
which can occur both stressed and unstressed. In most of the eastern dialects of
Bulgarian, this six-vowel inventory reduces to the three-vowel sub-inventory [i,
u, ə] when in unstressed position. This is accomplished via step-wise raising of
unstressed nonhigh vowels: unstressed /a/ raises to [ə], while unstressed /e/ and
/o/ raise to [i] and [u], respectively. These neutralisations are illustrated below.3

(19) Bulgarian vowel neutralisations

i u

↑ ↑
e ə o

↑
a

Forms illustrating the Bulgarian vowel reduction pattern are provided in (20)
(repeated here for the reader’s ease from (13)).

(20) Bulgarian vowel reduction
Vowels under stress Same vowels unstressed

a. �roguf ‘of horn’ ru�gat ‘horned’
b. �onzi ‘that’ (masc.) u�nazi ‘that’ (fem.)
c. �selu ‘village’ si�la ‘villages’
d. �rabutə ‘work’ rə�botnik ‘worker’
e. �grat ‘city’ grə�dets ‘town’

The stepwise nature of Bulgarian vowel reduction has made it difficult to
treat as a unified phenomenon in classical generative phonology. In particular,
the reduction process cannot be analysed as the elimination of nonhigh vowels,
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since the reduction of unstressed /a/ produces the nonhigh vowel [ə]. However,
under the prominence reduction approach, this conundrum is easily solved: /e,
o, a/ are defined as a group not according to distinctive features, but according
to sonority. Under the same logic, the vowels /i, u, ə/ group together as a
class of low-sonority vowels. Thus, Bulgarian vowel reduction can be formally
modelled using the *Unstressed/X constraint family, along with faithfulness
constraints for the features [round], [front], and [high]. These constraints are
ranked as follows in Bulgarian:

(21) Bulgarian constraint ranking
Max[round] Max[−high]
Max[+front] �

*Unstressed/a » *Unstresssed/i, u
*Unstressed/e, o »*Unstressed/ə

The Faithfulness constraints Max[round] and Max[+front] are undominated
in this grammar, indicating that underlying colour specifications are always
maintained. The constraint *Unstressed/a is also undominated, indicating that
unstressed [a] will never occur in Bulgarian. *Unstressed/e, o is dominated
only by *Unstressed/a, so unstressed [e] and [o] will likewise never occur.
Finally, both *Unstressed/a and *Unstressed/e, o dominate the faithfulness
constraint Max[−high]. This domination allows the underlying [−high] speci-
fications of /e, o/ to be cast off and replaced with [+high] in the neutralisations
/e, o/ > [i, u]. It also allows the underlying [−high] specification of /a/ to be
deleted without replacement in the neutralisation /a/ > [ə] (as noted earlier,
schwa is represented as a targetless vowel, lacking any feature specifications).
This is illustrated in (22), demonstrating reduction of unstressed /e, o, a/. Note
that we can assume that all Dep[F] constraints are crucially dominated in Bul-
garian, and will therefore not be included in the tableaux for sake of brevity.

(22) Reduction of /e, o, a/ in Bulgarian

/ro�gat/ Max Max *Unstr- *Unstr- *Unstr- *Unstr Max

‘horned’ [round] [front] a e, o i, u ə [−high]

☞ [ru�gat] * *

[ro�gat] *!

[rə�gat] *! * *

[ra�gat] *! *
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/se�la/ Max Max *Unstr- *Unstr- *Unstr- *Unstr Max

‘villages’ [round] [front] a e, o i, u ə [−high]

☞ [si�la] * *

[se�la] *!

[sə�la] *! * *

[sa�la] *! * * *

/gra�dets/ Max Max *Unstr- *Unstr- *Unstr- *Unstr Max

‘town’ [round] [front] a e,o i,u ə [−high]

☞ [grə�dets] * *

[gru�dets] *! *

[gro�dets] *!

[gra�dets] *!

Furthermore, the undominated position of faithfulness constraints for [round]
and [front] also prevent the reduction of unstressed /i, u/ to [ə]:

(23) Nonreduction of /i, u/

/ime�na/ ‘names’ Max Max *Unstr- *Unstr- *Unstr- *Unstr Max

(cf.�ime ‘name’) round +front a e, o i, u ə −high

☞ [imi�na] *

[emi�na] *!

[əmi�na] *! *

/buk�var/ ‘primer’ Max Max *Unstr- *Unstr- *Unstr- *Unstr Max

(cf. �bukvə ‘letter’) round +front a e,o i,u ə –high

☞ [buk�var] *

[bok�var] *!

[bək�var] *! *

This account of Bulgarian vowel reduction not only accounts for the stepwise
character of the neutralisations, but it also corresponds well with instrumental
investigation of Bulgarian vowel reduction by Pettersson and Wood (1987a,
1987b). Their experiments suggest that the vowels targeted by Bulgarian vowel



Prominence reduction 213

reduction are dispreferred precisely because of their prominence, not because
of their featural content. Pettersson and Wood started their investigation by
first verifying the existence of acoustically neutralising vowel reduction using
spectrographic evidence – the formant frequencies measured for unstressed /e,
o, a/ were found to coincide with those measured for the vowels /i, u, ə/, re-
spectively. Since there was no acoustic difference in vowel quality reflecting
these underlying vowel contrasts, we can state that Bulgarian vowel reduction
is acoustically neutralising. However, using X-ray evidence, they conclude that
Bulgarian vowel reduction is not completely neutralising in terms of articula-
tion. That is, they claim based on the X-ray evidence that unstressed /e/, /o/,
and /a/ in Bulgarian maintain the same (non-contrastive) tongue postures that
are characteristic of their (respective) pronunciation when stressed, but take on
a high jaw position when unstressed – that is, a height similar to that seen for
the vowels /i/, /u/, and /ə/. For example, they describe the tongue postures used
for Bulgarian stressed /i/ as being more bunched and tense, while the tongue
postures used for Bulgarian stressed /e/ are more flat and lax – a distinction that
was preserved in unstressed syllables, despite the fact that they all had been
acoustically neutralised to the quality [i]. On the other hand, they describe the
vowels /e, o, a/ as having on average 4 mm more mandible depression when
stressed than did the stressed vowels /i, u, ə/. In other words, the change from
an underlying e-quality to a surface i-quality was not brought about by actively
changing the configuration or posture of the tongue, but by passively raising
it by decreasing the amount of jaw opening, thus creating a high front vowel.
Similar changes in jaw position account for the changes /o/ > [u] and /a/ > [ə].
The important observation is that the articulation of underlying /e, o, a/ was
changed only enough to produce the vowels with the correct acoustic quality.
In this case, a partial articulatory neutralisation is sufficient to cause a complete
acoustic merger. This shows that it is not necessarily the featural content of
/e, o, a/ that is disfavoured in unstressed position, but their sonority. That is,
a constraint like *Unstressed/a does not make reference to the articulatory
or featural qualities of [a], but to its prominence (i.e. duration and amplitude).
Therefore, this constraint will be equally non-violated by any vowel that is
acoustically [i], regardless of the articulations used to realise that quality. With
this in mind, it may be the case that Bulgarian unstressed /e, o/ are, in fact,
[−high] on the surface, since they do not adopt a high tongue posture. In this
case, it would be necessary to reformulate the analysis for Bulgarian vowel
reduction already provided so as to replace articulatory features like [high]
with acoustic features like [high F2] or, as suggested by Flemming (1995, this
volume), to include both articulatory and acoustic features. For example, the
crucially dominated constraint in the analysis already provided may not be
Max[−high], but Max[−high F2]; whereas faithfulness constraints for tongue
body position remain undominated.
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This type of prominence reduction analysis is easily extendable to similar
phenomena in other languages. One such example, Sri Lankan Portuguese Cre-
ole, is discussed in the next section.

3.5 Prominence reduction in Sri Lankan Portuguese Creole

Another interesting case of vowel reduction via prominence reduction comes
from Sri Lankan Portuguese Creole (Smith 1978). This language has seven
phonemic vowels: /i, u, e, o, æ, a, ɑ/. In this language, all vowels under stress
are long. When stress shifts to a different syllable, the vowel shortens. For
example, the long stressed mid vowels in [�o
j] ‘eye’ and [�tʃe
ru] ‘fragrance’
correspond to short mid vowels in [o�ja
] ‘to see’ and [tʃe�ra
] ‘to smell pleasant’.
However, if the stressed vowel is low, it not only shortens, but also raises to
the corresponding mid vowel, as shown in the data below. This presents a case
where low and mid vowels are contrastive under stress, but are neutralised (in
favour of the mid vowels) when not under stress.

(24) Prominence reduction in Sri Lankan Portuguese Creole

Low vowels under stress Same vowels unstressed
unstressed ɒ > o �ɒ
brə ‘profession’ ob�re
ru ‘manual worker’

�nɒ
mi ‘name’ nomi�na
 ‘nominate’
unstressed �> e �pæ
dərə ‘stone’ pedri�ja
du ‘ornamented

with stones’
�fæ
ru ‘iron’ fe�reru ‘blacksmith’

unstressed a > ə �ba
jlu ‘dance’ bəjl�do
r ‘dancer’
�ba
rvə ‘beard’ bər�ve
ru ‘barber’

This vowel reduction pattern is quite similar to the Bulgarian pattern in that
high-sonority vowels are eliminated, and in that this is accomplished in a man-
ner that respects underlying colour specifications.4 The difference between Sri
Lankan Portuguese Creole and Bulgarian is that in Bulgarian, the mid vowels /e,
o/ are subject to this type of reduction, while in Sri Lankan Portuguese Creole
they are immune. To account for the Sri Lankan Portuguese Creole pattern of
vowel reduction, the same constraints seen in the Bulgarian analysis can be used,
but the ranking must be slightly different. As indicated below, the constraint
*Unstressed/e, o is promoted above Max[−high], although Max[−high] re-
mains dominated by *Unstressed/a. Furthermore, it should be pointed out that
a constraint like *Unstressed/a does not refer only to a specific quality named
in the constraint ([a]), but to any other vowel qualities that share its position in
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the sonority hierarchy.5 Therefore, [æ] and [ɒ] also fall under the purview of
this constraint.

(25) Sri Lankan Portuguese Creole Constraint Ranking

Max[round]
Max[+front] � Max[−high] � *Unstressed/e, o �
*Unstressed/a *Unstressed/i, u �

*Unstressed/ə

The ranking of *Unstressed/a above Max[−high] ensures that the low vowel
/a/ can lose its underlying [−high] specification to emerge as the featureless
vowel [ə]. However, the ranking of Max[−high] above *Unstressed/e, o en-
sures that unstressed /e, o/ will not reduce to [i, u]. (Further, the undominated
position of Max[round] and Max[+front] ensures that none of the vowels /e, o,
i, u/ will reduce to [ə].) These rankings are illustrated in the following tableaux:

(26) Tableaux for Sri Lankan Portuguese Creole

/nɒmi�na/ Max Max *Unstr Max *Unstr- *Unstr- *Unstr

‘nominate’ [round] [front] a [−high] e,o i,u ə

☞ [nomi�na
] *

[numi�na
] *! *

[nɒmi�na
] *!

[nəmi�na
] *! * *

/bajl�dor/ Max Max *Unstr.- Max *Unstr.- *Unstr.- *Unstr
‘dancer’ [round] [front] a [−high] e,o i,u ə

☞ [bəjl�do
r] * *

[bajl�do
r] *!

/o�ja/ Max Max *Unstr.- Max *Unstr.- *Unstr.- *Unstr
‘to see’ [round] [front] a [−high] e,o i,u ə

☞ [o�ja
] *

[u�ja
] *! *

[ə�ja
] *! * *
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3.6 Prominence reduction and undershoot

As described above, prominence-reducing vowel reduction is a phenomenon in
which relatively long vowels are replaced in unstressed position with shorter
vowels of a similar quality. As such, prominence-reducing vowel reduction is
somewhat similar, at least superficially, to the phonetic phenomenon of vowel
undershoot. Undershoot refers to a situation in which a given speech sound
is articulated in a manner that does not fully instantiate the canonical realisa-
tion of that sound. This usually occurs in contexts where articulation time is
short; although the appropriate types of gestures are made (tongue fronting,
jaw depression, etc.), the magnitude of the gestures is not adequate to produce
a canonical realisation of the given phone. When undershoot applies to vow-
els, the result is often referred to as ‘vowel reduction’, as in Lindblom 1963.
Here, the term ‘vowel reduction’ does not refer to the phonemic neutralisa-
tion of unstressed vowels, but to gradient changes in vowel articulation that
can strike any vowel, stressed or unstressed, under the appropriate conditions,
such as under a fast speech tempo (Lindblom 1963; Koopmans-van Beinum
1980). Impressionistically, vowel undershoot has been described as vowel cen-
tralisation: an undershot vowel might naively be described as a more [ə]-like
realisation of that vowel quality. However, this is not an accurate description of
vowel undershoot. Lindblom (1963) demonstrates that vowel undershoot can-
not be straightforwardly described as centralisation. Instead, he suggests that
undershoot results from the displacement of a given vowel in the direction of
the surrounding consonantal environment. In many cases, this sort of coartic-
ulatory effect will, in fact, equate with vowel centralisation. In other cases, it
equates to vowel fronting, backing, raising, and so on, dependent on the ar-
ticulations used in the surrounding consonantal environment. This hypothesis
was further investigated in Moon and Lindblom 1994, where changes in vowel
duration were seen to affect not only overall vowel quality (shorter vowels =
less canonical), but also rate of formant change going into and coming out of
the vowel (shorter vowel = more rapid transitions). To sum up, a given vowel
phoneme will have a canonical target quality, a quality that may only be instan-
tiated in contexts where the vowel is rather long. In contexts where the vowel
is shorter, the articulators must move more quickly to produce the same result
in less time. In certain contexts, articulatory effort might not be increased by
the amount needed to maintain the canonical target quality, producing a surface
quality that is less canonical and coloured to some degree by coarticulation with
surrounding segments.

As such, vowel undershoot and prominence-reducing vowel reduction are
somewhat similar in terms of end result. Both phenomena result in vowels with
shorter articulation times in contexts of low duration such as in unstressed sylla-
bles or under fast speech tempos. Some have claimed that prominence-reducing
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vowel neutralisations like those analysed here are in fact the phonological ana-
logues of undershoot, and that the motivation for prominence-reducing vowel
reduction is effort avoidance (Flemming, this volume; Kirchner, this volume).
I take the contrary position that these two phenomena are in fact phonetic and
phonological inverses of each other. That is, in vowel undershoot, decreased
articulation time leads to a change in vowel quality, and can be traced to a pres-
sure to avoid effortful articulations (i.e. ones in which articulator movement
must be fast). In contrast, in prominence-reducing vowel reduction, a change
in vowel quality leads to a decrease in articulation time. This phenomenon, as
presented above, is not motivated by effort avoidance, but by the desire to unite
phonological entities with similar phonetic characteristics (enhancement). Al-
though this distinction may at first glance seem overly nice, it makes certain
typological predictions that seem to be empirically supported.

The first such prediction concerns the nature of other, similar prominence-
reduction phenomena. The enhancement motivation advanced here for
prominence-reducing vowel reductions predicts that it is prominence, not ar-
ticulatory effort, that should be avoided in non-prominent prosodic positions.
For example, phonemically bimoraic vowels are longer than their monomoraic
counterparts, but not necessarily more effortful. However, many languages
shorten bimoraic vowels in unaccented positions (cf. Crosswhite 2000 for one
such case). Since, ceteris paribus, the gestures used for the monomoraic and
bimoraic versions of a given vowel quality are the same, it is hard to see how
simply holding the vowel for a longer time makes it inherently more effortful.
In fact, it would naively seem that the monomoraic vowel would be more ef-
fortful, since the same articulatory gestures must be compressed into a shorter
time period, requiring faster articulator movement.

The second prediction concerns the types of phenomena that we would expect
to see in prominent positions. Under the effort-avoidance approach, we do not
necessarily expect to see any special phenomena affecting prominent positions.
Instead, we would expect to see only faithful realisation of underlying qualities,
even those underlying qualities that are the most effortful. Instead, we often see
prominent positions targeted for augmentation phenomena, which is expected
under the enhancement motivation for prominence alignment. For example,
many languages will lengthen underlyingly monomoraic vowels in stressed
position – even when this eliminates a phonological contrast, namely that of
length. Similarly, some languages increase the vocalic prominence of stressed
vowels through vowel lowering (two examples of this are discussed in the next
section), despite the resulting loss of contrast.

In summary, then, although both prominence-reducing vowel reduction and
vowel undershoot produce similar end results, they seem to have different mo-
tivations. In particular, the enhancement-based motivation for prominence re-
duction more easily extends to cases of prominence reduction that cannot be
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analysed as effort avoidance, as well as to cases of augmentation in prominent
prosodic positions.

Having said this, it should be pointed out that effort-avoidance is not wholly
unassociated with vowel reduction: I merely claim that effort avoidance is
not the motivating power behind it. Effort avoidance does enter into the pic-
ture, however, when considering logically possible alternatives to phonemic
vowel reduction. Robert Kirchner has suggested (personal communication) that
a vowel of any quality can be made to have extremely low sonority by making
it extremely short. If this is so, it remains to be explained why prominence-
reduction constraints such as *Unstressed/e do not reduce a targeted vowel’s
sonority simply by making it extremely short while maintaining its quality.
Doing so would require either very rapid articulator movement in unstressed
syllables or a tolerance for non-canonical, undershot vowel realisations. Both
alternatives are possible and attested. Lack of phonemic reduction via use of
rapid articulator movement can be seen in grammars where effort-avoidance
constraints are low ranked, whereas lack of phonemic reduction via tolerance
of undershoot can be seen in grammars where constraints on accuracy of ar-
ticulation are low ranked. Phonemic vowel reduction of the type considered in
this chapter will result when both types of phonetic implementation constraint
have a relatively high ranking. For an example of the formal implementation
of constraints on effort avoidance to account for gradient sound changes, see
Kirchner (this volume).

3.7 Other examples of prominence reduction

In the examples of prominence-reducing vowel reduction discussed above,
vowel faithfulness constraints acted in a fairly straightforward manner to de-
termine which subset of vowels underwent reduction, as well as the types of
neutralisations used. However, vowel faithfulness constraints can interact with
the *Unstressed/X constraint family in other, more complex ways, resulting
in additional subtypes of the prominence reduction phenomenon.

Reduction to [ə]. For example, if the entire *Unstressed/X constraint family
outranks vowel faithfulness constraints (particularly those demanding preser-
vation of colour features), all unstressed vowels will surface as the extremely
low-sonority vowel [ə]. This form of reduction is common, for example, in
English and in some non-standard varieties of Russian (Dedova 1988).

If, however, the *Unstressed/X constraint family outranks all but one faith-
fulness constraint, the resulting pattern of reduction is one in which most un-
stressed vowels reduce to [ə], leaving one or two ‘survivors’ to surface without
reduction. This type of pattern is observed, for example, in some dialects of
Italian, in which all vowels but /a/ undergo reduction to [ə] in pretonic position
(Maiden 1995).
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And finally, if all of the vowel faithfulness constraints outrank the entire
*Unstressed/x constraint family, no reduction will occur. But if just one of
the constraints is demoted to the bottom of the hierarchy, a pattern will result
in which most unstressed vowels remain unreduced, but one or two vowels are
singled out for reduction to [ə]. This type of pattern is observed in the Sadzhava
dialect of Ukrainian (Popova 1972), where /e, ε/ reduce to [ə] while all other
vowels remain unreduced, as well as in the Pavlikianski and Shirokolushki
dialects of Bulgarian, where only /i/ and only /i, e/ (respectively) undergo re-
duction to [ə] (Stojkov 1968). Another well-known example is the reduction of
unstressed monomoraic /i, u/ to [ə] in several dialects of Slovene (Bezlaj 1939;
Toporišič 1976; Lenček 1982).

Reduction via tensing. As just mentioned, if all vowel faithfulness constraints
outrank the entire *Unstressed/X constraint family, they cannot cause any
vowel reduction. However, if faithfulness constraints on [ATR] are demoted to
a position below *Unstressed/ε, ɔ, a form of reduction will occur in which the
unstressed mid lax vowels /ε, ɔ/ undergo a minimal form of raising, surfacing
as the slightly less sonorous vowels [e, o]. This form of reduction is common,
occurring for instance in dialects of Italian and Catalan.

Since this is the only form of prominence-reducing vowel reduction that
completely respects underlying height and colour features, it is predicted to be
quite common. In earlier work (Crosswhite 2001), I have computed the factorial
typology of the constraint set proposed here. It predicts that reduction-via-
tensing should be able to co-occur with many other patterns of vowel reduction.
This type of pattern is in fact attested in languages like Trigrad Bulgarian
(Stojkov 1963), where a reduction-via-lowering pattern (/o, ɔ/ > [a], a case
of contrast-enhancing reduction, to be discussed shortly) is accompanied by
reduction-via-tensing (/ε/ > [e]). A similar pattern is found in Majorcan Catalan
(Recasens 1991).

It is interesting to note at this juncture that the opposite type of pattern,
reduction-via-laxing, has also been reported to occur in two different languages:
Standard Slovene and north-eastern dialects of Brazilian Portuguese. However,
instrumental analysis of the Slovene case casts doubt on this interpretation of
the facts. This type of reduction is discussed as reduction via feature deletion
in section 2.5.

3.8 Prominence reduction in additional contexts

Finally, it should be recalled that prominence reduction constraints are based
on the combination of two prominence scales – all of the prominence reduction
constraints examined in this section deal with (1) an accentual prominence scale,
and (2) a vocalic prominence scale (vowel sonority). However, the parameter
accented vs unaccented is not the only type of prominence that can interact
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with vowel quality in the fashion under consideration. For example, in addition
to accentual prominence, there is also weight-based prominence. And indeed,
there are cases of vocalic neutralisations that appear to be motivated by this sort
of weight-based prominence reduction constraint. One such case, Carniolan
Slovene, will be discussed now in order to show how the prominence reduction
mechanism can be extended to this type of case.

Many dialects of Slovene exhibit vowel reductions. Although the exact na-
ture of these reductions vary from dialect to dialect, one factor that is shared
by most of the Slovene reduction patterns is the conditioning environment: ac-
cented bimoraic vowels are immune to reduction, while both unaccented vowels
and accented monomoraic vowels are subject to neutralisations. Additionally,
surface bimoraic vowels are only allowed in accented syllables in Slovene; if
accent moves off an underlyingly long vowel, it concomitantly shortens: cf.
[�pl�
ma] ‘tribe’ vs [pl��me
na] ‘tribes’. Thus it is appropriate to characterise
Slovene vowel reduction as targeting monomoraic vowels, whether accented
or not. For example, in many Carniolan dialects of Slovene (upon which the
literary language is based), monomoraic /i, u/ reduce to [ə]. As mentioned
in section 3.7 above, reduction of /i, u/ to [ə] while all other vowel quali-
ties remain unreduced is a special case of reduction to [ə] in which most,
but not all, vowel faithfulness constraints outrank the entire family of rele-
vant prominence reduction constraints. In this case, the relevant prominence
reduction family is not *Unstressed/X, but *Monomoraic/X. That is, just as
*Unstressed/X family requires that non-prominent unstressed positions be
filled with low-sonority vowels, the constraint family *Monomoraic/X re-
quires that all monomoraic vowels be low in sonority (while the more promi-
nent bimoraic vowels are left unaffected).6 The *Monomoraic/X family is
illustrated below:

(27) *Monomoraic/a � *Monomoraic/e, o � *Monomoraic/i, u �
*Monomoraic/ə

For example, the constraint *Monomoraic/a says that the segment [a] is too
sonorous to be only monomoraic: to escape violation, all underlying /a/ must
either lengthen or undergo a reduction in sonority. That is, if left unbridled,
this constraint family would reduce all monomoraic vowels to [ə]. However,
in Slovene, this constraint family is not left unbridled. High-ranking vowel
faithfulness constraints block reduction to [ə] for most of the underlying vowel
qualities of Slovene:

(28) Constraint ranking for Slovene

*Monomoraic/a � Max[+high],
Max[+low], � *Monomoraic/e, o � � Max[round],
Max[−high] *Monomoraic/i, u � Max[+front]

*Monomoraic/ə
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By ranking Max[+low] and Max[−high] above all the monomoraic vowel re-
duction constraints, the nonhigh vowels are completely immune to reduction:
any decrease in sonority of a monomoraic mid or low vowel would require
violating one of these two undominated constraints. However, the high vow-
els are not protected in this manner. The ranking of *Monomoraic/ə above
faithfulness constraints for colour and [+high] leaves the high vowels open to
reduction. This analysis correctly predicts that bimoraic /i, u/ are not subject to
this form of reduction.

3.9 Comparison of reduction types

I have proposed that vowel reduction is not a single phenomenon, but two
independent, formally distinct phenomena: contrast enhancement and promi-
nence reduction. These two reduction phenomena are sometimes indistinguish-
able. For example, under both types of reduction, unstressed [e, o] are dis-
favoured: either because they are noncorner (contrast enhancement), or because
they are moderately sonorous (prominence reduction). Furthermore, given the
Optimality-Theoretic formulation of these two phenomena, it is entirely pos-
sible for either of these categories to give rise to non-canonical vowel reduc-
tion patterns that only partially instantiate the ideas of prominence reduction
or contrast enhancement. For example, high-ranking for a faithfulness con-
straint might block a certain vowel from undergoing reduction (e.g. high rank
for Max[+low] could block reduction of unstressed /a/). With this in mind,
any case where mid vowels are neutralised via raising to [i, u] is ambiguous:
Are they being raised to produce corner vowel qualities, or to produce low-
sonority vowel qualities? In some cases, it is possible to distinguish the two.
For example, if unstressed /a/ also reduces, for example to [ə], it is a case of
prominence reduction: the reduction /a/ > [ə] decreases sonority, but does not
produce a corner vowel. Similarly, if any vowel reduces to [a], it is a case of
contrast enhancement. For example, if /e/ > [i] but /o/ > [a] (as in Russian),
we have a case of contrast enhancement, since one of these reductions, /o/ >

[a], produces a corner vowel but does not reduce sonority. However, in cases
where both /e, o/ reduce to [i, u], and unstressed /a/ remains unreduced, no
definitive categorisation can be made: it could be that /a/ is immune because
Lic-Noncorner/Stress does not affect unstressed /a/, or it could be the case
that high rank of Max[+low] blocks reduction of /a/.

4 Two-pattern vowel-reduction systems

Finally, it appears that more than one type of vowel reduction can occur in the
same language. In this type of vowel-reduction language, there are two sets
of neutralisations that occur in unstressed syllables. One, typically a moderate
form of reduction, takes place in certain unstressed syllables, while a more
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extreme form of reduction takes place in the remaining syllables. This is the
case, for example, in most dialects of Russian. Here, unstressed /o/ and /a/
neutralise. In the syllable immediately preceding the stress, this generates the
surface vowel quality [a], while in other unstressed syllables it generates [ə].
This is demonstrated below with data from Standard Russian:

(29) Russian two-pattern vowel reduction

In immediately In other
In stressed � pre-stress � unstressed � gloss

�dom (nom. sg.) da�ma (nom. pl.) dəma�voj (adj.) ‘house’
�goləvu (acc.) ga�lofka (diminutive) gəla�va (nom. sg.) ‘head’
�kamjinj (nom. sg.) kamj�njej (gen. pl.) kəmji�njistəj (adj.) ‘stone’
�daljiji (comp.) da�ljokjij (adj.) dəlji�ko (adverb) ‘far’

A similar pattern is seen in some southern Russian dialects, where unstressed
/e/ and /o/ both neutralise to [a] in the syllable immediately preceding the stress,
but reduce either to [i] (for underlying /e/ and for underlying /o, a/ preceded
by a palatalised consonant) or to [ə] (underlying /o, a/ elsewhere). Other such
patterns are found in Rhodope Bulgarian dialects (Miletich 1936), certain Ital-
ian dialects (Maiden 1995), and standard Brazilian Portuguese (Dukes 1993;
Redenbarger 1981), to name a few. These patterns are briefly described in the
table in (30).

(30) Examples of two-pattern vowel reduction

Language Moderate reduction Extreme reduction

Southern Russian Unstressed /e, o/ both In all remaining unstressed
neutralise to [a] in the syllables, /o, a/ reduce to
syllable immediately [ə] (or [i] following a
preceding the stress. palatalised consonant) and

unstressed /e/ reduces to [i].
Contemporary Unstressed /o/ neutralises Unstressed /o/ and /a/
Standard Russian to [a] in the syllable neutralise to [ə] in the

immediately preceding the remaining unstressed
stress. syllables.
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Rhodope Unstressed /e/ and /o/ both Unstressed /e/ and /o/
Bulgarian neutralise to [a] in any neutralise to [i] and [u],

syllable preceding the respectively, in post-tonic
stress. positions. In the same

contexts, unstressed /a/
neutralises to [ə].

Dialectal Italian All unstressed vowels All unstressed vowels
except /a/ neutralise to [ə]
in any syllable preceding
the stress.

neutralise to [ə]
post-tonically.

Standard Brazilian Unstressed /ε, ɔ/ neutralise Unstressed /ε, e/ and /ɔ, o/
Portuguese to [e, o], respectively, in neutralise to [i] and [u],

unstressed non-word-final respectively in word-final
and non-word-initial and word-initial unstressed
syllables. syllables. Also, unstressed

/a/ becomes [ə].

The extreme vowel-reduction processes share some common features. First, the
type of neutralisation seen in extreme reduction is always sonority decreasing –
in contrast with the moderate reductions, which can be sonority increasing
(cf. the Russian and Bulgarian change of unstressed /o/ to [a]). Second, they
seem to target those unstressed syllables that are the most durationally impov-
erished. This fact makes it possible to identify extreme vowel reduction as a
case of neutralisation caused by prominence reduction targeting durationally
impoverished unstressed syllables, while the changes seen in moderate reduc-
tion can be ascribed to a second reduction phenomenon that targets unstressed
syllables in general (usually contrast-enhancing reduction, but cf. the dialec-
tal Italian pattern). An interesting parallel that can be drawn at this point is
that contrast-enhancing reduction can occur in either stress-timed or syllable-
timed languages, but prominence reduction appears to occur only in stress-timed
languages (or dialects). Based on evidence from various languages with vocalic
prominence reduction phenomena, I conclude that extreme reduction (a form
of prominence reduction found in two-pattern systems) occurs in durationally
impoverished syllables. In Crosswhite (2001), I argue that such durationally
impoverished syllables are in fact nonmoraic.

As noted above, the contexts for extreme vowel reduction comprise the most
durationally impoverished syllables found in a given language. Put another way,
the moderate vowel reductions are only found in those unstressed syllables
that have slightly greater duration than the other unstressed syllables. Two
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examples – Standard Russian and Brazilian Portuguese – are discussed in the
paragraphs below.

The immediately pretonic syllable in Russian has long been recognised as
having a special durational status – it is much longer than other unstressed
syllables, and can sometimes even be longer than the stressed syllable (this is
often the case, for example, with words where the stressed vowel has a low in-
herent duration ([i, u]), and the immediately pretonic vowel has a high inherent
duration ([a]).) This difference in the duration of Russian unstressed syllables
is significant enough to have been accurately noted by ear and described by
nineteenth-century Russian grammarians. This phenomenon is also easily ob-
served indirectly when listening to Russian speech: at conversational speech
tempos, non-immediately pretonic unstressed vowels are often completely or
near-completely elided, but immediately pretonic ones are immune to this pro-
cess. For example, the word /xoro�ʃo/ ‘good’ has the citation pronunciation
[xəra�ʃo], however it is often pronounced [xra�ʃo], but never *[xər�ʃo].

The special durational status of Russian immediately pretonic syllables has
also been confirmed experimentally (see, e.g., Zlatoustova 1981). Investigators
have also noted a link between this type of durational effect and the presence vs
absence of varying degrees of vowel reduction in Russian dialects (Vysotskii
1973; Al’mukhamedova and Kul’sharipova 1980; Kasatkina et al. 1996; et al.).
For example, in the Vladimir-Volga Basin dialect group, the immediately pre-
tonic syllable has the same special durational status seen in Contemporary
Standard Russian, and in this group the immediately pretonic syllable also has
a special status with respect to vowel reduction: all other unstressed syllables
are subject to vowel reduction, but the immediately pretonic one is immune
(i.e. unstressed /o/ remains [o]). In another case, the immediately pretonic syl-
lable in certain southern Russian dialects predictably displays either moder-
ate reduction or extreme reduction. As shown by Kasatkina et al. (1996), this
predictable variation in vowel-reduction pattern is accompanied by changes
in prosody – when the immediately pretonic syllable displays moderate re-
duction, this syllable has relatively longer duration; when it displays extreme
reduction, it has a duration about equivalent to that of the other unstressed
syllables.

A similar situation is seen in standard Brazilian Portuguese. For example,
in instrumental work by Major (1992), it was found that post-tonic syllables
in Brazilian Portuguese undergo greater shortening than do pretonic syllables.
Based on this and other evidence, Major hypothesises that the post-tonic syl-
lables in Brazilian Portuguese are stress timed, while the pretonic syllables are
syllable timed. I will assume here that this is equivalent to saying that post-
tonic syllables in Brazilian Portuguese can be nonmoraic, while pretonic ones
cannot. Major also suggests that this dichotomy in the durational properties of
pre- and post-tonic unstressed syllables is related to the two different vowel
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reduction patterns seen in this language, although in a way that is slightly
different from the relationship hypothesised here. Specifically, Major hypothe-
sises that the sonority-decreasing vowel neutralisations seen post-tonically (ε, e
> i; ɔ, o > u; a > ə) exist in order to heighten the effect of the post-tonic short-
ening. Since Major also observed some shortening pretonically (i.e., in faster
speech tempos), he suggests that Brazilian Portuguese is in the process of con-
verting from syllable timing (which is typical of several Romance languages,
including Spanish and Italian) to stress timing. Judging from the comments
made by Brakel (1985) and de Carvalho (1988–92), this process is already at
a more advanced stage in the European (Iberian) variant of Portuguese. Both
researchers note that one of the differences between Brazilian and European
Portuguese is the absence in the European variant of the moderate vowel re-
ductions seen in the Brazilian variant. That is, in European Portuguese, all
unstressed syllables are subject to extreme reduction.7 They further note that
European Portuguese differs from Brazilian Portuguese in the type of manip-
ulation that an unstressed vowel endures – in the European variant, unstressed
vowels (including pretonic vowels) are subject to extreme shortening, which
often results in the devoicing and/or complete deletion of the vowel – a type of
pronunciation that is less typical for Brazilian Portuguese.

My general approach to accounting for these observations is that stress-
timed languages – with their ultra-short vowels that are prone to devoicing
or deletion – are languages that allow some subset of their vowels to surface
without associated moras. The exact distribution of these nonmoraic vowels
varies from language to language – in Brazilian Portuguese they are post-tonic;
in Russian they cannot occur immediately before the stressed syllable; and in
Iberian Portuguese they seem to occur in most unstressed syllables.

5 Conclusion

In this chapter, I have considered numerous cases of vowel reduction, all of
which fall into one of two broad groups: reduction based on prominence, and
reduction based on contrast enhancement. The prominence-based category is
motivated by the desire to unite different elements with similar prominence
characteristics, and the contrast-enhancing category is motivated by the desire
to avoid perceptually challenging vowel qualities in all but the most perceptu-
ally favourable positions. These two desiderata are encoded in an Optimality-
Theoretic analysis using, respectively, prominence-reduction constraints and
licensing constraints.

This dichotomy is especially useful in resolving ‘reduction paradoxes’; for
example, the Bulgarian pattern where /i, e, ə, a, o, u/ reduces to [i, u, ə] versus
the Belarusian pattern where /i, e, a, o, u/ reduce to [i, u, a]. If these two
reduction patterns are superficially compared, we might arrive at the anomalous
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conclusion that the vowel quality [a] is both marked (it undergoes reduction
in Bulgarian) and unmarked (it serves as a reduction vowel in Belarusian).
Another example of this sort of ‘reduction paradox’ is observed when comparing
Bulgarian and Sri Lankan Portuguese Creole (/æ, a, ɒ/ > [e, ə, o]) – the mid
vowels seem to be both marked (they undergo reduction in Bulgarian) and
unmarked (they serve as reduction vowels in Sri Lankan Portuguese Creole).
The analysis for vowel reduction advanced here resolves these paradoxes by
positing separate families of markedness constraints, based on distinct phonetic
motivations. Specifically, the basic claim of this analysis is that vowels are not
‘absolutely’ marked, and, therefore, vowel-reduction patterns cannot be used
as indicators of absolute vocalic markedness.

This appeal to two independent motivations for vowel reduction suggests
that, in fact, there is no such thing as a monolithic concept of markedness,
at least as far as unstressed vowels are concerned. In effect, the phonological
concept of markedness has been replaced by phonetic considerations, which
are encoded in phonology using phonetically motivated constraints.
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Notes

* I would like to thank the following individuals for valuable comments on this chapter,
or on work leading to it: Tim Beasley, Bruce Hayes, Patricia Keating, Robert Kirchner,
Joyce McDonough, and Donca Steriade.

1. But see Casali 1998 for an argument that the acoustically grounded approach to the
relationship between [ATR] and [low] offers a superior account of certain vowel
harmony facts.

2. It is also worth noting here that this approach does not necessarily predict that non-
reduced mid central vowels, such as English [�], should have the same position in the
sonority hierarchy as [ə]. Hence, Peterson and Lehiste’s (1960) finding that English
[ə] is in fact slightly longer than [i, υ, ε] is not contrary to the position outlined above,
since they classify the vowels in tuck and tug as [ə].

3. Note that in the pronunciation norm of Sofia and other western areas of Bulgaria,
vowel reduction is weaker than in the eastern areas, or even entirely absent. Since
Sofia pronunciation defines the standard, many vowel-reducing speakers attempt
to suppress vowel neutralisations when speaking in formal registers. In particular,
suppression of the reduction /e/>[i] is quite common, and lack of this suppression is
rather stigmatised – cf. Scatton 1984.

4. Again, it may be the case that the underlyingly low vowels in unstressed position
maintain some articulatory differences, when compared with phonemically mid vow-
els. Lacking any concrete data on this point, I will continue to use traditional articu-
latory features in this and subsequent analyses.

5. This being the case, it might be more appropriate to call the constraint
*Unstressed/[low]. However, this would imply the parallel *Unstressed/[mid].
Since [ə] is often (though not uncontroversially) classed as a mid vowel, this nomen-
clature would cause confusion – as laid out in the preceding sections, [ə] is an
extremely low sonority vowel while ‘full’ mid vowels like [e, o] are of medium
sonority.

6. It is important to bear in mind that the monomoraic category is in fact intermediate
in prominence: it is less prominent than bimoraicity, but more prominent than non-
moraicity: � �prom> �prom> Ø. For this reason, the monomoraic category can be the
basis for both a prominence reduction constraint family as in the main text (which I
designate *Monomoraic/X), as well as a prominence alignment family (*�/X). The
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former places limitations on which vowels are too sonorous to be monomoraic (as
opposed to bimoraic), while the latter places limitations on which segments (usually
consonants) are not sonorous enough to be moraic. For example, *Monomoraic/a
says that [a] is too sonorous to be only monomoraic, while *�/t says that [t] is not
sonorous enough to contribute phonological weight. These two distinct families differ
in their inherent rankings: *Monomoraic/a � *Monomoraic/t but *�/t � *�/a.

7. Other differences between Brazilian and European Portuguese vowel reduction in-
clude: (1) in European Portuguese, vowel reduction is obligatory even in slow speech;
in Brazilian Portuguese the pretonic ‘moderate’ reduction is optional in careful (ci-
tation) speech; (2) in European Portuguese, unstressed /e/ reduces to [ə], whereas in
Brazilian Portuguese it reduces to [i] (post-tonically).



8 Contrast and perceptual distinctiveness

Edward Flemming

1 Introduction

Most ‘phonetically driven’ or functionalist theories of phonology propose that
two of the fundamental forces shaping phonology are the need to minimise effort
on the part of the speaker and the need to minimise the likelihood of confusion
on the part of the listener. The goal of this chapter is to explore the perceptual
side of this story, investigating the general character of the constraints imposed
on phonology by the need to minimise confusion.

The need to avoid confusion is hypothesised to derive from the communica-
tive function of language. Successful communication depends on listeners being
able to recover what a speaker is saying. Therefore it is important to avoid per-
ceptually confusable realisations of distinct categories; in particular, distinct
words should not be perceptually confusable. The phonology of a language
regulates the differences that can minimally distinguish words, so one of the
desiderata for a phonology is that it should not allow these minimal differences,
or contrasts, to be too subtle perceptually. In Optimality-Theoretic terms, this
means that there are constraints favouring less confusable contrasts over more
confusable contrasts.

There is nothing new about the broad outlines of this theory (cf. Lindblom
1986, 1990; Martinet 1955; Zipf 1949; among others), but it has important impli-
cations for the nature of phonology. First, it gives a central role to the auditory-
perceptual properties of speech sounds, since distinctiveness of contrasts is
dependent on perceptual representation of speech sounds. This runs counter
to the articulatory bias in phonological feature theory observed in Chomsky
and Halle 1968 and its successors. Substantial evidence for the importance
of perceptual considerations in phonology has already been accumulated (e.g.
Boersma 1998; Flemming 1995; Jun, this volume; Steriade 1995, 1997; Wright,
this volume; see also Hume and Johnson 2001: 1–2 and references cited there).
This chapter provides further evidence for this position, but the focus is on
a second implication of the theory: the existence of constraints on contrasts.
Constraints favouring distinct contrasts are constraints on the differences be-
tween forms rather than on the individual forms themselves. We will see that
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paradigmatic constraints of this kind have considerable implications for the
architecture of phonology.

The next section discusses why we should expect perceptual markedness to
be a property of contrasts rather than individual sounds and previews evidence
that this is in fact the case. Then constraints on contrast will be formalised
within the context of a theory of phonological contrast. The remainder of the
chapter provides evidence for the key prediction of the theory: the markedness
of a sound depends on the sounds that it contrasts with.

2 Perceptual markedness is a property of contrasts

The nature of the process of speech perception leads us to expect that any
phonological constraints motivated by perceptual factors should be constraints
on contrasts, such as the contrast between a back unrounded vowel and a back
rounded vowel, not constraints on individual sounds, such as a back unrounded
vowel. Speech perception involves segmenting a speech signal and categorising
the segments into a predetermined set of categories such as phonetic segments
and words. The cues for classification are necessarily cues that a stimulus
belongs to one category as opposed to another. So we cannot talk about cues
to a category, or how well a category is cued by a particular signal without
knowing what the alternatives are. For example, it is not possible to say that a
back unrounded vowel presents perceptual difficulties without knowing what
it contrasts with. It is relatively difficult to distinguish a back unrounded vowel
from a back rounded vowel, so if a language allows this contrast, the back
unrounded vowel can be said to present perceptual difficulties, and the same
can be said of the back rounded vowel. But if it is known that a back unrounded
vowel is the only vowel that can appear in the relevant context, then all the
listener needs to do is identify that a vowel is present as opposed to a consonant,
which is likely to be unproblematic.

Perceptual difficulty is thus very different from articulatory difficulty. Ar-
ticulatory difficulty can be regarded as a property of an individual sound in
a particular context because it relates to the effort involved in producing that
sound. There is no analogous notion of effort involved in perceiving a sound –
perceptual difficulties do not arise because particular speech sounds tax the
auditory system, the difficulty arises in correctly categorising sounds. Thus it
does not seem to be possible to provide a sound basis in perceptual phonetics for
constraints on the markedness of sounds independent of the contrasts that they
enter into. This point is assumed in Liljencrants and Lindblom’s models of how
perceptual factors shape vowel inventories (Liljencrants and Lindblom 1972;
Lindblom 1986), and similar considerations are discussed in Steriade 1997.

The difference between regarding perceptual markedness as a property of
contrasts rather than sounds can be clarified through consideration of alternative
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approaches to the analysis of correlations between backness and lip-rounding
in vowels. Cross-linguistically, front vowels are usually unrounded whereas
non-low back vowels are usually rounded. This is true of the common five-
vowel inventory in (1), and in the UPSID database as a whole, 94.0 per cent
of front vowels are unrounded and 93.5 per cent of back vowels are rounded
(Maddieson 1984).

(1) i u
e o

a

The perceptual explanation for this pattern is that co-varying backness and
rounding in this way maximises the difference in second formant frequency (F2)
between front and back vowels, thus making them more distinct. In general, front
and back vowels differ primarily in F2, with front vowels having a high F2 and
back vowels having a low F2. Lip-rounding lowers F2 so the maximally distinct
F2 contrast is between front unrounded and back rounded vowels (Liljencrants
and Lindblom 1972; Stevens, Keyser, and Kawasaki 1986). This is illustrated
in (2), which shows the approximate positions of front and back rounded and
unrounded vowels on the F2 dimension. It can be seen that the distinctiveness of
contrasts between front and back rounded vowels, e.g. [y-u], or between front
and back unrounded vowels, e.g. [i-ɯ], is sub-optimal.

(2)
i y ɯ u←———–––

F2

The standard phonological analysis of this pattern of co-variation is to posit
feature co-occurrence constraints against front rounded vowels and back un-
rounded vowels (3).

(3) *[−back, +round]
*[+back, −round]

This analysis does not correspond to the perceptual explanation outlined
above. The constraints in (3) imply that front rounded vowels and back un-
rounded vowels are marked sounds, whereas the perceptual explanation im-
plies that it is the contrasts involving front rounded vowels and back unrounded
vowels that are dispreferred because they are less distinct than the contrast
between a front unrounded vowel and a back rounded vowel. In Optimality-
Theoretic terms, there is a general principle that contrasts are more marked the
less distinct they are, which implies a ranking of constraints as in (4), where
*X-Y means that words should not be minimally differentiated by the contrast
between sounds X and Y. (More general constraints that subsume these highly
specific constraints will be formulated below).

(4) *y-ɯ � *i-ɯ , *y-y � *i-u
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These two accounts make very different predictions: Constraints on the dis-
tinctiveness of contrasts predict that a sound may be marked by virtue of the
contrasts it enters into. If there are no constraints on contrasts, then the marked-
ness of contrasts should depend simply on the markedness of the individual
sounds, and should be insensitive to the system of contrasts. We will see a
range of evidence that markedness of sounds is indeed dependent on the con-
trasts they enter into – that is, that there are markedness relations over contrasts
as well as over sounds – and that the relative markedness of contrasts does
correspond to their distinctiveness.

For example, the dispreference for front rounded vowels and back unrounded
vowels extends to other vowels with intermediate F2 values, such as central
vowels. Most languages contrast front and back vowels, and if they have central
vowels, they are in addition to front and back vowels. The same explanation
applies here also: since central vowels like [-i] fall in the middle of the F2 scale
in (2), contrasts like [i--i] and [-i-u] are less distinct than [i-u] and consequently
dispreferred. But we will see in section 4.1 that in the absence of front-back
contrasts, vowels with intermediate F2 values, such as central vowels, are the
unmarked case in many contexts. A number of languages, including Kabardian
(Kuipers 1960; Choi 1991) and Marshallese (Bender 1968; Choi 1992), have
short vowel inventories that lack front-back contrasts. These so-called ‘vertical’
vowel systems consist of high and mid, or high, mid, and low vowels, whose
backness is conditioned by surrounding consonants, resulting in a variety of
specific vowel qualities, many of which would be highly marked in a system with
front-back contrasts, for example central vowels, back unrounded vowels, and
short diphthongs. Crucially there are no vertical vowel inventories containing
invariant [i] or [u], vowels that are ubiquitous in non-vertical inventories. That
is, there are no vowel inventories such as [i, e, a] or [u, o, a].

This pattern makes perfect sense in terms of constraints on the distinctiveness
of contrasts: as already discussed central vowels are not problematic in them-
selves, it is the contrast between front and central or back and central vowels
that is marked (*i--i, *-i-u �*i-u). In the absence of such F2-based contrasts, dis-
tinctiveness in F2 becomes irrelevant, and minimisation of effort becomes the
key factor governing vowel backness. Effort minimisation dictates that vowels
should accommodate to the articulatory requirements of neighbouring conso-
nants. This analysis is developed in section 4.1.

These generalisations about vertical vowel systems show that the marked-
ness of sounds depends on the contrasts that they enter into, because sounds
such as central vowels, which are marked when in contrast with front and back
vowels, can be unmarked in the absence of such contrasts. The same pattern
is observed in vowel reduction: when all vowel qualities are neutralised in
unstressed syllables, as in English, the result is typically a ‘schwa’ vowel –
a vowel type that is not permitted in stressed syllables in the same languages.
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This type of contrast-dependent markedness cannot be captured in terms of
constraints on individual sounds. As Nı́ Chiosáin and Padgett (1997) point
out, the cross-linguistic preference for front unrounded and back rounded
vowels over central vowels suggests a universal ranking of segment Marked-
ness constraints as shown in (5), which implies that any language with [-i]
will have [i, u] also. But this would imply that if only one of these vowels ap-
pears it should be [i] or [u], and certainly not a central vowel. More generally,
this approach incorrectly predicts that, if a sound type is unmarked, it should
be unmarked regardless of the contrasts it enters into.

(5) *-i � *u, *i

Constraints on the distinctiveness of contrasts, and their implications for
phonology, are the focus of this chapter. However, it is also essential to consider
general constraints, such as effort minimisation, that limit the distinctiveness of
contrasts, since actual contrasts are less than maximally distinct. So the first step
is to situate constraints on the distinctiveness of contrasts within the context of a
theory of phonological contrast. This is the topic of the next section. This model
will then be applied to the analysis of particular phenomena, demonstrating the
range of effects of distinctiveness constraints, and the difficulties that arise for
models that do not include constraints on contrasts.

3 The Dispersion Theory of contrast

Constraints on the distinctiveness of contrasts are formalised here as part of
a theory of contrast dubbed the ‘Dispersion Theory’ (Flemming 1995, 1996,
2001) after Lindblom’s (1986, 1990) ‘Theory of Adaptive Dispersion’, which it
resembles in many respects. The core of the theory is the claim that the selection
of phonological contrasts is subject to three functional goals:

i. Maximise the distinctiveness of contrasts.
ii. Minimise articulatory effort.

iii. Maximise the number of contrasts.

As noted above, a preference to maximise the distinctiveness of contrasts
follows from language’s function as a means for the transmission of information.
This tendency is hypothesised to be moderated by two conflicting goals. The first
is a preference to minimise the expenditure of effort in speaking, which appears
to be a general principle of human motor behaviour not specific to language. The
second is a preference to maximise the number of phonological contrasts that
are permitted in any given context in order to enable languages to differentiate
a substantial vocabulary of words without words becoming excessively long.

The conflicts between these goals can be illustrated by considering the selec-
tion of contrasting sounds from a schematic two-dimensional auditory space,
shown in figure 8.1. Figure 8.1a shows an inventory that includes only one
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(a) (b) (c) 

Two categories Four categories  Four categories 
Most separation Less separation Least separation 
More effort More effort Less effort 

Figure 8.1 Selection of contrasts from a schematic auditory space

contrast, but the contrast is maximally distinct, that is, the two sound cate-
gories are well separated in the auditory space. If we try to fit more sounds into
the same auditory space, the sounds will necessarily be closer together, that is,
the contrasts will be less distinct (figure 8.1b). Thus the goals of maximising the
number of contrasts and maximising the distinctiveness of contrasts inherently
conflict. Minimisation of effort also conflicts with maximising distinctiveness.
Assuming that not all sounds are equally easy to produce, attempting to min-
imise effort reduces the area of the auditory space available for selection of
contrasts. For example, if we assume that sounds in the periphery of the space
involve greater effort than those in the interior, then, to avoid effortful sounds it
is necessary to restrict sounds to a reduced area of the space, thus the contrasts
will be less distinct, as illustrated in figure 8.1c. Note that while minimisa-
tion of effort and maximisation of the number of contrasts both conflict with
maximisation of distinctiveness, they do not directly conflict with each other.

3.1 Formulation of the constraints on contrast

Given that the three requirements on contrasts conflict, the selection of an
inventory of contrasts involves achieving a balance between them. Optimality
Theory (Prince and Smolensky 1993) provides a system for specifying the
resolution of conflict between constraints, so this framework is adopted in
formalising Dispersion Theory. In this section the functional goals for systems
of contrasts posited above are formulated as Optimality-Theoretic constraints.

3.1.1 Maximise the distinctiveness of contrasts Given the considerations
outlined in section 2, the measure of distinctiveness that is predicted to be
relevant to the markedness of a contrast between two sounds is the probabil-
ity of confusing the two sounds. Our understanding of the acoustic basis of
confusability is limited, so any general model of distinctiveness is necessarily
tentative. To allow the precise formulation of analyses, a fairly specific view
of distinctiveness will be presented, but many of the details could be modified
without affecting the central claims advanced here.
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In psychological work on identification and categorisation it is common to
conceive of stimuli (such as speech sounds) as being located in a multidimen-
sional similarity space, where the distance between stimuli is systematically
related to the confusability of those stimuli – that is, stimuli that are closer to-
gether in the space are more similar, and hence more confusable (e.g. Shepard
1957; Nosofsky 1992). This conception is adopted here. The domain in which
we have the best understanding of perceptual space is vowel quality. There is
good evidence that the main dimensions of the similarity space for vowels cor-
respond well to the frequencies of the first two formants (Delattre, Liberman,
Cooper, and Gerstman 1952; Plomp 1975; Shepard 1972), and less clear
evidence for a dimension corresponding to the third formant (see Rosner and
Pickering 1994: 173ff. for a review).

A coarsely quantised three-dimensional vowel space, adequate for most of
the analyses developed here, is shown in (6a–b) (cf. Liljencrants and Lindblom
1972). Sounds are specified by matrices of dimension values, e.g. [F1 1, F2 6,
F3 3] for [i]. That is, dimensions are essentially scalar features so standard
feature notation is used with the modification that dimensions take integer
values rather than +/−. The locations of different vowel qualities are indicated
as far as possible using IPA symbols. In some cases there is no IPA symbol for
a particular vowel quality (e.g. the unrounded counterpart to [υ] which might
occupy [F1 2, F2 2]), while in many cases more than one vowel could occupy a
given position in F1-F2 space due to the similar acoustic effects of lip rounding
and tongue backing, e.g. central rounded [�] occupies the same position as back
unrounded [ɯ]. Also, the IPA low back unrounded vowel symbol [ɑ] is used for
a wide range of vowel qualities in transcriptions of English dialects and could
have been used to symbolise [F1 7, F2 2]. Similarly, [y] could also have been
used for [F1 1, F2 5].

(6) a. b.

F2 F3

3 2456 1 3 2 1

i y

y

ø � o 3

4

5

6

7

� u i y, ɯ, u 1

υ 2 ii y, υ 2

3

4

5

e� � e ø,  �, o

e ø ə � o F1 F1e ø, �, o

ε ɐ ∧ ɔ ε ∧, ɔ

æ � ɑ ɑ 6

a a a 7

i ɯ 1

��� �� �
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The distinctiveness of a pair of vowel qualities should then be calculated
from the differences on each of these three dimensions. However, relative
distinctiveness on a single dimension can be determined with much greater
confidence than distinctiveness involving differences on multiple dimensions,
so almost all of the analyses developed here are cases that can be formulated
as the selection of a set of contrasting sounds along one perceptual dimension.
Consequently we will concentrate on formalising this restricted case. Contrasts
on multiple dimensions are discussed in detail in Flemming 2001.

The requirement that the auditory distinctiveness of contrasts should be max-
imised can be decomposed into a ranked set of constraints requiring a specified
minimal auditory distance between contrasting forms (7) (Flemming 1995).
The required distance is indicated in the format Dimension:distance, for exam-
ple ‘Mindist = F1:2’ is satisfied by contrasting sounds that differ by at least 2
on the F1 dimension.

(7) Mindist = F1:1 � Mindist = F1:2 � . . . � Mindist = F1:4

To encode the fact that auditory distinctiveness should be maximised,
Mindist = D:n is ranked above Mindist = D:n + 1, that is, the less distinct
the contrast, the greater the violation.

3.1.2 Maximise the number of contrasts The requirement that the number
of contrasts should be maximised can be implemented in terms of a positive
constraint, Maximise contrasts, that counts the number of contrasts in the
candidate inventory (Flemming 2001). The largest inventory or inventories are
selected by this constraint, all others are eliminated. Of course the largest candi-
date inventories will usually have been eliminated by higher-ranked constraints,
so this constraint actually selects the largest viable inventory.

3.1.3 Balancing the requirements on contrasts The language-specific bal-
ance between these first two constraints on contrasts is modelled by specifying
the language-specific ranking of the constraint Maximise contrasts in the
hierarchy of Mindist constraints. Effectively, the first Mindist constraint to
outrank Maximise contrasts sets a threshold distance, and the optimal in-
ventory is the one that packs the most contrasting sounds onto the relevant
dimension without any pair being closer than this threshold.

The conflict between the two constraints on contrasts is illustrated in the
tableau in (8). This tableau shows inventories of contrasting vowel heights
and their evaluation by Mindist and Maximise contrasts constraints. We are
considering constraints on contrasts so the candidates evaluated here are sets of
contrasting forms rather than outputs for a given input. For simplicity, we are
considering only a single perceptual dimension, so the individual vowels are
representative of distinctive heights.
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Mindist constraints assign one mark for each pair of contrasting sounds
that are not separated by at least the specified minimum distance. For example,
candidate (b) violates Mindist = F1:4 twice because the contrasting pairs
[i-e] and [e-a] violate this constraint while [i-a] satisfies it, being separated
by a distance of 6 on the F1 dimension. (Note that the number of violations
will generally be irrelevant for Mindist constraints ranked above Maximise
contrasts because it will always be possible to satisfy the Mindist constraint
by eliminating contrasts).

Maximise contrasts is a positive scalar constraint, according to which more
contrasts are better, so evaluation by this constraint is indicated using one check
mark (✓) for each contrasting sound category – more check marks indicate
a better candidate according to this constraint. The conflict between the two con-
straint types is readily apparent in (8): sets of vowel height contrasts that better
satisfy Maximise F1 contrasts incur worse violations of the Mindist con-
straints.

(8) Mindist
= F1:1

Mindist
= F1:2

Mindist
= F1:3

Mindist
= F1:4

Mindist
= F1:5

Maximise
contrasts

a. i-a ✓✓

b. i-e-a ** ** ✓✓✓

c. i-e�-ε-a *** *** ***** ✓✓✓✓

d. i-i-e�-ε-a ** ***** ****** ******** ✓✓✓✓✓

The effect of ranking Maximise contrasts at different points in the fixed
hierarchy of Mindist constraints is illustrated by the tableaux in (9) and (10).
The ranking in (9) yields three distinct vowel heights – that is, the winning
candidate is (b). This candidate violates Mindist = F1:3, but any attempt to
satisfy this constraint by improving distinctiveness, as in candidate (a), vio-
lates higher-ranked Maximise contrasts by selecting only two contrasting
vowel heights. It is not possible to fit three contrasting vowels with a minimum
separation of three features on the F1 dimension. Candidate (c) better satisfies
Maximise contrasts than (b), maintaining four contrasting vowel heights, but
(c) violates higher-ranked Mindist = F1:2 since [e-ε] and [ε-a] each differ by
only 1 on the F1 dimension.

(9) Mindist
= F1:2

Mindist
= F1:3

Maximise
contrasts

Mindist
= F1:4

Mindist
= F1:5

a. i-a ✓✓!

b. ☞ i-e-a ✓✓✓ ** **

c. i-e�-ε-a *!** ✓✓✓✓ *** *****
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Thus the particular balance achieved here between maximising the number
of contrasts and maximising the distinctiveness of the contrasts yields three
contrasting heights. Altering the ranking of Maximise contrasts results in a
different balance. For example, if less weight is given to maximising the number
of contrasts, ranking Maximise contrasts below Mindist = F1:3, the winning
candidate has just two contrasting vowel heights, differing maximally in F1. It
is apparent that the maximally distinct F1 contrast [i-a] is preferred over any
sub-maximal contrast, such as [i-æ] (which violates Mindist = F1:6), although
this comparison is not included in the tableau.

(10) Mindist
= F1:2

Mindist
= F1:3

Mindist
= F1:4

Maximise
contrasts

Mindist
= F1:5

a. ☞ i-a ✓✓

b. i-e-a *!* ✓✓✓ **

c. i-e�-ε-a *!** *** ✓✓✓✓ *****

Not all conceivable rankings of Maximise contrasts correspond to possible
languages. The balance between maximisation of the number of contrasts and
maximisation of the distinctiveness of contrasts is determined by the ranking
of Maximise contrasts relative to the Mindist constraints. Allowing all de-
finable rankings predicts the existence of languages that value the number of
contrasts very highly, resulting in a huge number of very fine contrasts, and
languages that value distinctiveness very highly, resulting in a handful of max-
imally distinct contrasts. Neither of these extremes is attested. It seems that
there is a lower bound on the distinctiveness required for a contrast to be func-
tional, and that there is an upper bound beyond which additional distinctiveness
provides a poor return on the effort expended. This could be implemented by
specifying that certain Mindist constraints, referring to the smallest acceptable
contrastive differences, are universally ranked above Maximise contrasts, and
that Maximise contrasts is in turn universally ranked above another set of
Mindist constraints that make ‘excessive’ distinctiveness requirements. How-
ever, it would be desirable to derive these bounds from general considerations
of perceptibility and communicative efficiency rather than simply stipulating
them.

Note that the need to place limits on possible constraint rankings is not novel
to the Dispersion Theory. The same issue arises with respect to standard faithful-
ness constraints: If all faithfulness constraints are at the top of the ranking then
all inputs will surface as well-formed outputs, that is, this ranking would yield
an unattested language with no restrictions on the form of words. Conversely,
if all faithfulness constraints were at the bottom of the ranking, then all inputs
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would be mapped to a single, maximally well-formed output (presumably the
null output, i.e. silence).

3.1.4 Minimisation of effort The analyses above do not include effort-
minimisation constraints. No general account of the effort involved in speech
production will be proposed here, instead specific constraints such as ‘Don’t
voice obstruents’ and ‘Don’t have short low vowels’ will be motivated as they
become relevant. If a sound violates an effort constraint that outranks Maximise
contrasts, it will not be employed, even if it would allow more contrasts or
more distinct contrasts.

3.2 Some effects of Mindist constraints

3.2.1 Dispersion The most basic consequence of the distinctiveness con-
straints (Mindist constraints) is a preference for distinct contrasts. This gives
rise to dispersion effects whereby contrasting sounds tend to be evenly dis-
tributed over as much auditory space as effort constraints will allow (cf.
Liljencrants and Lindblom 1972; Lindblom 1986). This effect has already been
demonstrated above in relation to F1 contrasts, and the preference for front un-
rounded and back rounded vowels discussed in section 2 is another instance of
this tendency, applied to contrasts on the F2 dimension. The acoustic effects of
lip-rounding mean that the maximal F2 difference is between front unrounded
vowels and back rounded vowels (11), so if maximisation of distinctiveness
of F2 contrasts outranks maximising the number of contrasts, these are the
vowels that will be selected (12). F2 contrasts involving central vowels are nec-
essarily sub-maximal, and thus are dispreferred. Of course, the appearance of
non-peripheral vowels may be motivated by the desire to maximise contrasts –
that is, if Maximise contrasts is ranked above Mindist = F2:3.

(11) F2: 6 5 4 3 2 1

i i y -i ɯ u

(12) Mindist
= F2:3

Maximise
contrasts

Mindist
= F2:4

Mindist
= F2:5

a. ☞ i-u ✓✓

b. i-ɯ ✓✓ *!

c. y-u ✓✓ *!

d. i--i ✓✓ *! *

e. i--i-u *! ✓✓✓ ** **
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This notion of dispersion of contrasting sounds is also closely related to the
concept of ‘enhancement’, a term coined by Stevens, Keyser, and Kawasaki
(1986). Stevens et al. observe that ‘basic’ distinctive features are often accom-
panied by ‘redundant’ features which ‘strengthen the acoustic representation
of distinctive features and contribute additional properties which help the lis-
tener to perceive the distinction’ (p. 426). They regard the relationship between
[back] and [round] in vowels as one of enhancement: [round] enhances distinc-
tive [back]. In terms of the Dispersion Theory, this can be reformulated as the
observation that independent articulations often combine to yield more distinct
contrasts.

3.2.2 Neutralisation A second basic effect of Mindist constraints, in in-
teraction with the other Dispersion-Theoretic constraints, is neutralisation of
indistinct contrasts. In Dispersion Theory, neutralisation of a contrast results
when constraints prevent it from achieving sufficient distinctiveness in some
environment. That is, in a ranking of the form shown in (13) where *Effort is
an effort minimisation constraint penalising some articulation, a contrast will
be neutralised in some context if it cannot be realised with a distinctiveness of
d without violating *Effort.

(13) Mindist = d, *Effort � Maximise contrasts

The distinctiveness that can be achieved for a given degree of effort varies
across contexts. Some cues to contrasts are simply unavailable in certain con-
texts, for example release formant transitions are not available as a cue to
consonant place if the consonant is not released into an approximant. In ad-
dition, the articulatory effort involved in realising a cue is generally highly
context-dependent, for example voicing of an obstruent is more difficult fol-
lowing a voiceless sound than following a voiced sound because it is more
difficult to initiate voicing than to sustain it (Westbury and Keating 1986). So
the possibility of realising a contrast that satisfies Mindist = d without violat-
ing *Effort depends on context, and consequently a given type of contrast may
be selected as optimal in some contexts and not in others – that is, the contrast
is neutralised in those other contexts. For example, consonant place contrasts
may be permitted before sonorants, but neutralised before obstruents, where
stop bursts and release transitions are not available. Thus Dispersion Theory
provides an account of Steriade’s (1995, 1997) generalisation that contrasts
are neutralised first in environments where ‘the cues to the relevant contrast
would be diminished or obtainable only at the cost of additional articulatory
manoeuvres’ (Steriade 1997: 1).

It is important to note that the ranking of other constraints will typically
be crucial in making the realisation of a distinct contrast more effortful in
a particular context – for example stop bursts will only be absent before
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obstruents if some constraint requires the stop closure to overlap with the fol-
lowing consonant. In the example we will consider here, metrical constraints
on unstressed vowel duration make distinct vowel contrasts more difficult to
realise in unstressed syllables.

The analysis of neutralisation will be exemplified with analyses of two com-
mon patterns of vowel reduction: reduction from a seven-vowel inventory (14i)
in primary stressed syllables to a five-vowel inventory (14ii) in other syllables, as
in central Italian dialects (Maiden 1995), and reduction from a five-vowel inven-
tory (14ii) in primary stressed syllables to a three-vowel inventory (14iii) else-
where, as in southern Italian dialects (Maiden 1995) and Russian (Halle 1959).

(14) (i) i u (ii) i u (iii) i u
e o e o a
ε ɔ a

a

The central Italian pattern is exemplified in (15) with data from standard
Italian (as described in dictionaries). The pairs of words on each line are mor-
phologically related so the parenthesised forms illustrate alternations that arise
when stress is shifted off a vowel that cannot appear in an unstressed syllable.

(15) Stressed vowels Unstressed vowels
[i] vı́no ‘wine’ vinı́fero ‘wine-producing’
[e] péska ‘fishing’ peskáre ‘to fish’
[ε] bέl�o ‘beautiful’ (belı́no ‘pretty’)
[a] máno ‘hand’ manuále ‘manual’
[ɔ] mɔ́l�e ‘soft’ (mol�eménte ‘softly’)
[o] nóme ‘name’ nomináre ‘to name, call’
[u] kúra ‘care’ kuráre ‘to treat’

The southern Italian pattern is exemplified by the dialect of Mistretta, Sicily
(Mazzola 1976) (16).

(16) Stressed vowels Unstressed vowels
[i] vı́n�i ‘he sells’ vin�ı́mu ‘we sell’
[e] véni ‘he comes’ (vinı́mu ‘we come’)
[a] ávi ‘he has’ avı́ti ‘he has’
[o] móri ‘he dies’ (murı́mu ‘we die’)
[u] úJ�i ‘he boils’ uJ�ı́mu ‘we boil’

These patterns of reduction involve neutralisation of F1 contrasts only. Ac-
cording to the analysis of neutralisation outlined above, this implies that it is
more difficult to produce distinct F1 contrasts in unstressed positions. The most
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likely source of that difference in difficulty is the difference in duration between
primary stressed and other vowels in these languages. So the proposed analysis
is that producing low vowels is increasingly difficult as vowel duration is re-
duced, and this motivates raising of short low vowels, leaving a smaller range
of the F1 dimension for distinguishing F1 contrasts. This in turn can result in
the selection of a smaller number of contrasts.1

The most direct evidence for a relationship between vowel duration and the
ability to achieve a high F1 comes from Lindblom’s (1963) finding that the F1 of
Swedish nonhigh vowels decreases exponentially as vowel duration decreases.
It is also well established that low vowels are longer than high vowels, other
things being equal (Lehiste 1970). These effects are commonly attributed to
the greater articulator movement involved in producing a low vowel between
consonants: low vowels require an open upper vocal tract to produce a high F1,
whereas all consonants (other than pharyngeals and laryngeals) require upper-
vocal tract constrictions, so producing a low vowel between consonants requires
substantial opening and closing movements. Westbury and Keating (1980, cited
in Keating 1985) provide evidence that vowel duration differences are indeed
related to distance moved: they found that vowels with lower jaw positions had
longer durations in a study of English. Thus, producing a low vowel with the
same duration as a higher vowel will typically require faster, and consequently
more effortful, movements. Reduction of low /a/ to [ɐ] or [ə] in unstressed
syllables is accordingly commonly reported both impressionistically and in
experimental studies such as Lindblom 1963.

This correlation between duration and raising of low vowels has been ob-
served in central Italian also: a study of vowels in the speech of five male Italian
television news readers (Albano Leoni et al. 1995) found that /a/ in a primary
stressed syllable was twice as long as medial unstressed /a/, and the mean F1 of
/a/ was 750 Hz in primary stressed syllables, but 553 Hz in medial unstressed
syllables (close to the F1 of a stressed lower-mid vowel)2. So the inventory in
unstressed positions is more accurately transcribed as [i, e, ɐ, o, u], where [ɐ]
is a lower-mid central vowel. High and higher-mid vowels had essentially the
same F1 in stressed and unstressed positions.

While the direct effect of vowel shortening is to increase the difficulty of
producing low vowels, this has obvious consequences for the selection of F1
contrasts: if the lowest vowel in an inventory is lower-mid ([F1 5] in the terms
used here) this leaves less room for distinguishing F1 contrasts than in stressed
syllables where the lowest vowel is truly low ([F1 7]), so it is not possible to
maintain the same number of height contrasts with the same distinctiveness.
Consequently, three vowel heights are selected in unstressed syllables and four
in longer, stressed syllables.

This analysis can be formalised in terms of the constraint ranking in (17).
The positions of relevant vowels on the F1 dimension are shown in (18).
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(17) Unstressed vowels are short, *Short low V, Mindist = F1:2
� Maximise contrasts � Mindist = F1:3

(18) F1: 7 6 5 4 3 2 1

a ɐ ε e e� i i

ɐ ə

Unstressed vowels are short is a place-holder for whatever constraints
require unstressed vowels to be shorter than stressed vowels. *Short low
V is a constraint against expending the effort to produce a short low vowel.
This should properly be derived from a general model of articulatory effort
(cf. Kirchner, this volume), but for present purposes we will formalise it as a
constraint that penalises short vowels with F1 of greater than 5 on the scale
in (18).

In stressed syllables, the first two constraints are irrelevant, so the ranking
yields four vowel heights, each separated by F1:2, as shown in (19). However,
in unstressed syllables, high-ranking Unstressed vowels are short requires
short vowels, so *Short low V is applicable also. This effort-minimisation
constraint penalises low vowels, so the candidate [i-e�-ε-a] is now ruled out be-
cause [a] has [F2 7] (20a). Attempting to maintain four contrasts while avoiding
low vowels, as in candidate (b), results in violations of Mindist = F1:2 because
[ε-ɐ] do not differ in F1. The winning candidate has three vowel heights, and so
is evaluated as worse by Maximise contrasts, but satisfies the higher-ranked
minimum distance requirement.

(19) Central Italian – vowels in primary stressed syllables

*Short
low V

Mindist
= F1:2

Maximise
contrasts

Mindist
= F1:3

a. ı́-á ✓✓!

b. ı́-é-á ✓✓✓!

c. ☞ ı́-é�-έ-á ✓✓✓✓ ***

(20) Central Italian – vowels in unstressed syllables

*Short
low V

Mindist
= F1:2

Maximise
contrasts

Mindist
= F1:3

a. i-e�-ε-a *! ✓✓✓✓ ***

b. i-e�-ε-ɐ *! ✓✓✓✓ ***

c. ☞ i-e�-ɐ ✓✓✓ **
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A similar ranking (21) derives the southern Italian pattern in which three
vowel heights are contrasted in primary stressed syllables, but only two else-
where. The only difference is that both Mindist constraints are ranked above
Maximise contrasts – that is, distinctiveness requirements are more demand-
ing.

(21) Unstressed vowels are short, *Short low V, Mindist = F1:2 �
Mindist = F1:3 � Maximise F1 contrasts

This is the same ranking of Mindist constraints used to derive three con-
trasting vowel heights in (9) above, and the same derivation applies in primary
stressed syllables, where the top-ranked constraints are irrelevant. In unstressed
syllables, *Short low V is applicable again, so the lowest vowel possible is
[ɐ], and it is not possible to fit a vowel between [i] and [ɐ] while satisfying
Mindist = F1:3 (22b), so only two vowel heights are selected (22c).

(22) Southern Italian – vowels in unstressed syllables

*Short
low V

Mindist
= F1:2

Mindist
= F1:3

Maximise
contrasts

a. i-e-a *! ✓✓✓

b. i-e�-ɐ *!* ✓✓✓

c. ☞ i-ɐ ✓✓

This analysis is based on the assumption that the difference between the
two patterns of reduction lies in the ranking of Mindist constraints, but there
may also be differences in the characteristic durations of the unstressed vowels.
The difficulty of producing a low vowel increases as vowel duration decreases,
so if southern Italian unstressed vowels are shorter than central Italian un-
stressed vowels, then more raising of low vowels may occur, making reduction
to a two-height system more desirable. Good evidence that different degrees
of shortening can result in different degrees of reduction in this way is pro-
vided by Brazilian Portuguese. Brazilian Portuguese combines the two patterns
of reduction: the seven-vowel system (14i) is permitted in primary stressed
syllables, the five-vowel system (14ii) in syllables preceding the stress, and
the three-vowel system (14iii) in unstressed final syllables (stress is generally
penultimate) (Mattoso Camara 1972). Since both patterns of reduction occur
in the same language, they cannot be accounted for in terms of differences in
the ranking of Mindist constraints, but they can be accounted for in terms of
differences in vowel duration. Major (1992) found that final unstressed sylla-
bles are substantially shorter than pre-stress syllables (which are in turn shorter
than stressed syllables),3 so the same degree of effort should result in higher
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vowels in this position. The ‘low’ vowel is indeed higher in this position, as
indicated by the standard impressionistic transcription of the final unstressed
vowel system as [i, ə, u] (e.g. Mattoso Camara 1972). Acoustic data reported by
Fails and Clegg (1992) show a progressive decrease in F1 of the lowest vowel
from primary stressed, to pre-stress, to final unstressed.

We will see that duration-based neutralisation is also central to some of the
case studies that provide more direct evidence for distinctiveness constraints
(section 4.1), but before turning to those cases, we will consider some additional
issues in the formulation and application of Dispersion Theory.

3.2.3 Analysis of words and alternations The analysis of vowel reduction
raises two important issues concerning analyses using Dispersion Theory. First,
we have only considered the selection of inventories of contrasting sounds, but
a phonology must characterise the set of well-formed possible words in a lan-
guage. The implication of Dispersion Theory is that words must be evaluated
with respect to paradigmatic constraints in addition to the familiar syntagmatic
Markedness constraints, such as effort minimisation and metrical constraints.
That is, words must be sufficiently distinct from other minimally contrast-
ing possible words (Mindist), and there must be a sufficient number of such
contrasting words (Maximise contrasts). Deriving inventories of sounds in
particular contexts is an important step towards the analysis of complete words
because, for a word to be well formed, each sound in that word must be a
member of the optimal inventory for its particular context. We will see in
section 5 that developing this basic idea is not simple, but we will postpone
that discussion until we have more thoroughly motivated the constraints on
contrast.

The second issue raised by the analysis of vowel reduction is how mor-
pheme alternations should be analysed. The analysis in section 3.2.2 derives
the distributional fact that [e] is not permitted in short, unstressed syllables in
Sicilian Italian, but it says nothing about the fact that [e] alternates with [i]
when stress shifts off it, for example [véni ∼ vinı́mu] (16). In standard OT, the
analysis of alternations centres on faithfulness to the underlying representation
of a morpheme, but it is not possible to combine dispersion constraints with
the faithfulness-based account of allomorphic similarity because the two are
fundamentally incompatible. This is illustrated in (23). This tableau repeats the
ranking used in (9) to derive three contrasting vowel heights [i-e-a], with the
addition of a top-ranked faithfulness constraint Ident [F1], which requires that
output segments have the same [F1] value as the corresponding input segment
– that is, input values of [F1] must be preserved in the output. The problem
arises where the input contains a vowel that is not part of the inventory derived
by the dispersion constraints, as in (23). In the candidate inventories, the un-
derlined form is the output corresponding to input /i/, whereas the other forms
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are the set of contrasting vowels required for the evaluation of constraints on
contrast.

The inclusion of faithfulness constraints subverts the intended effect of the
Mindist and Maximise contrasts constraints, because it makes the selected
inventory of vowel height contrasts dependent on the input under consideration –
the same constraints that are supposed to derive three vowel heights, as in (9),
yield two [i-a] in (23) because faithfulness to the input F1 forces inclusion of
[i] in an output form. The expected three vowel heights are derived if the input
is /i/, for example.

(23) /i/ Ident
[F1]

Mindist
= F1:3

Maximise
contrasts

Mindist
= F1:4

a. i-e-a *! ✓✓✓ **

b. i-e-a *! ✓✓✓ **

c. ☞ i-a ✓✓

d. i-a *! ✓✓

In Flemming 1995 it is proposed that allomorphy should be analysed in
terms of a direct requirement of similarity between the surface forms of a
morpheme, that is ‘output-output correspondence’ or ‘paradigm uniformity’
constraints. These constraints have been used to account for cyclicity and related
effects (e.g. Benua 1997; Burzio 1998; Kenstowicz 1996; Steriade 1997, 2000),
but, as Burzio (1998) observes, they can naturally be extended to account for
all similarity relations between realisations of a morpheme including those
observed in allomorphy, eliminating any role for an input. So [véni] alternates
with [vinímu] because [i] is the most similar to [e] of the vowels that are
permitted in unstressed syllables. However, most of the analyses considered
here concern distribution rather than alternations, so we will not pursue this
line further here.

4 Evidence for constraints on contrasts

Now we have laid out the basics of a theory that incorporates constraints on
the distinctiveness of contrasts, the theory will be applied in the analysis of
phenomena that illustrate the effects of these constraints, and that are problem-
atic for other theories. In general terms, the case studies provide evidence for
the central prediction that the markedness of a sound depends on the sounds
that it contrasts with. Without constraints on contrasts, markedness is predicted
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to be purely a property of sounds, so the markedness of a sound should be
independent of the nature of the sounds that it contrasts with.

4.1 F2 contrasts and vowel dispersion

The first case study concerns the preference for front unrounded and back
rounded vowels discussed in section 2. This pattern has already been
analysed as a result of the preference for maximally distinct contrasts, that is,
the Mindist constraints (section 3.2.1): the maximal F2 difference is between
front unrounded vowels and back rounded vowels, so if maximisation of dis-
tinctiveness of F2 contrasts outranks maximising the number of contrasts, these
are the vowels that will be selected. F2 contrasts involving non-peripheral vow-
els (central vowels, front rounded vowels, etc.) are necessarily sub-maximal,
and thus are dispreferred.

The novel prediction made by this analysis is that front unrounded and back
rounded vowels should only be preferred where there are F2 contrasts. If there
are no vowel contrasts that are primarily realised in terms of F2 differences,
other constraints are predicted to govern backness and rounding of vowels, the
most general of which are effort-minimisation constraints. It is unusual for all
vowel F2 contrasts to be neutralised, but there are two circumstances in which
this happens: in ‘vertical’ vowel inventories, and in fully neutralising vowel
reduction in unstressed syllables, as in English reduction to ‘schwa’. In both
cases the predictions of the Dispersion-Theoretic analysis are confirmed: we
do not find front unrounded or back rounded vowels in most contexts, rather
backness and rounding are governed by minimisation of effort. This means
that they are realised as smooth transitions between preceding and following
consonants, which frequently results in central or centralised vowel qualities.

4.1.1 Vowel qualities in the absence of F2 contrasts Vowel inventories
that lack front-back contrasts are found in Marshallese (Bender 1968; Choi
1992), North-west Caucasian languages (Colarusso 1988) including Kabardian
(Kuipers 1960; Colarusso 1992) and Shapsug (Smeets 1984), and some Ndu
languages of Papua New Guinea including Iatmul (Laycock 1965; Staalsen
1966). These languages are typically described as having only central vowels;
however, this is a claim about the underlying vowel inventory posited as part
of a derivational analysis, not an observation about the surface vowels. On the
surface, all of these languages distinguish short vowels from longer vowels,
with conventional F2 contrasts among the longer vowels, but no F2 contrasts
among the short vowels. For example, the north-west Caucasian languages
Kabardian and Shapsug have a system of five normal length vowels [i, e, a,
o, u] (Kuipers 1960: 23f.; Smeets 1984: 123) and a ‘vertical’ system of two
short vowels, which can be transcribed broadly as [�, ə].4 However, the precise
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backness and rounding of these vowels depends on their consonantal context.
Colarusso states that in north-west Caucasian languages, ‘The sequence C1-iC2

means “go from 1 to 2, letting your tongue follow the shortest path that permits
an interval of sonorant voicing.” C1əC2 means “go from 1 to 2 . . . but at the
same time imposing on this trajectory an articulatory gesture which pulls the
tongue body down and back”’5 (1998: 307). Marshallese also has a long vowel
inventory with F2 contrasts, but the medial short vowels /-i, ə, a/ contrast in
height only (Bender 1968). Again the backness and rounding of these vowels
is dependent on consonant context: Choi (1992) shows that the F2 trajectory of
these vowels is a nearly linear interpolation between F2 values determined by
the preceding and following consonants.

These transitional vowel qualities are plausibly analysed as the result of ef-
fort minimisation. Although articulatory effort is not well understood, basic
considerations imply that higher velocity movements should be more effortful
(Kirchner, this volume; Nelson 1983; Perkell 1997), and velocity of movement
in a vowel is minimised by adopting a linear trajectory between preceding
and following consonants. Some deviation from a linear vowel height trajec-
tory is necessary to achieve a vocalic degree of stricture, and to realise F1
contrasts, but backness and rounding can be interpolated between preceding
and following consonants, producing the near-linear F2 movements observed
by Choi.

So vertical vowel systems are what we expect given the analysis of F2 dis-
persion above – where F2 contrasts are neutralised, backness and rounding of
vowels are determined by effort minimisation. The resulting vowel qualities
are often central, back unrounded, front rounded, or short diphthongs involving
these qualities. These are all vowel types that would be highly marked in the
presence of F2 contrasts, so the markedness of vowel qualities depends on the
contrasts they enter into.

This conclusion holds even more clearly if we follow Choi (1992) in analysing
these vowels as being phonetically underspecified for [back] and [round] – that
is, these vowels lack specifications for these features in the output of the phonol-
ogy, and the specific contextual allophones are generated through a process of
phonetic interpolation. Such unspecified vowels only occur in the absence of
F2 contrasts, so they are not just marked in the presence of F2 contrasts, they
are unattested.

The other situation in which we find neutralisation of F2 contrasts is in vowel
reduction. In languages such as English (Hayes 1995), southern Italian dialects
(Maiden 1995), and Dutch (Booij 1995), all vowel quality distinctions are neu-
tralised in some unstressed syllables. The resulting vowel is usually referred to
as ‘schwa’. Phonetic studies of schwa in Dutch (Van Bergem 1994) and English
(Kondo 1994) indicate that this vowel can also be analysed as the result of ef-
fort minimisation predominating where vowel contrasts are neutralised.6 As in



252 Contrast and perceptual distinctiveness

vertical vowels, F2 in schwa is an almost linear interpolation between values
for adjacent consonants.7 Since there are no height contrasts, F1 of schwa is ex-
pected to be transitional also. In most consonant contexts an opening movement
is required to realise a vocalic stricture, but minimising this opening movement
results in a vowel with low F1, comparable to that of high vowels, as observed by
Van Bergem (1994) and Kondo (1994).8 However, these studies did not include
schwas adjacent to nonhigh vowels, or separated from them by laryngeals (as
in ‘saw another’). Examination of sequences of this kind in English suggests
that F1 interpolates from the low vowel to the following consonant, which can
result in a relatively high F1 during schwa.

Preliminary investigation of the southern Italian dialect of Bari, based on
recordings provided with Valente (1975), suggests that schwa is much the same
as in English and Dutch. It is also predicted that the schwa vowels that break up
consonant clusters in some Berber and Salishan languages (Dell and Elmedlaoui
1996; Flemming et al. 1994) should be similar transitional vowels since there
are no vowel-quality contrasts in these positions. This appears to be correct for
Montana Salish.

Schwa is not permitted where there are vowel-quality contrasts (in stressed
syllables), but is the unmarked vowel where quality contrasts are neutralised
(e.g. in unstressed syllables). So reduction to schwa demonstrates a similar
pattern of contrast-dependent markedness to that observed in vertical vowel
languages. These patterns cannot be captured in terms of constraints on indi-
vidual sounds.

The same applies if it is assumed that transitional vowels are simply un-
specified for [back] and [round], or [F2]. A constraint against such unspecified
vowels would have to be ranked above constraints such as *i, *u to prevent
transitional vowels from surfacing in F2 contrasts, but such a ranking implies
that unspecified vowels should always be dispreferred, even in neutralisation.

It is often possible to propose a re-analysis of a pattern of contrast-dependent
markedness as positional markedness. For example, vertical vowel inventories
seem to be restricted to extra-short vowels, and the schwa found in neutralising
reduction is very short (see below), so it is possible to formulate a constraint
against vowel qualities with non-transitional F2 among extra-short vowels and
restrict the Markedness constraints against transitional vowels to apply only to
longer vowels (24).

(24) *normal duration[�] � *normal duration[i], *normal
duration[u]

*extra-short[i], *extra-short[u] �
*extra-short[�]

This strategy runs into difficulties because the full typology of extra-short
vowels is more complex. Neutralisation to a single vowel quality results in a
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schwa vowel in which both F1 and F2 are essentially transitional (although
F1 must be above a certain minimum). This implies that schwa should be
the least marked extra-short vowel. But if this is the case, schwa should be
found in all inventories of extra-short vowels, which is not the case. Vertical
vowels have specific F1 targets, and transitional schwa is also excluded from
the extra-short vowel inventory [i, ə, u] (where [ə] is used in the IPA sense
of a mid central rounded vowel), found in unstressed final vowels in Brazilian
Portuguese (section 3.2.2) and most unstressed syllables in Standard Russian
(Crosswhite this volume).

So even among extra-short vowels, markedness depends on the system of
contrasts, making it impossible to arrange vowel types in a single marked-
ness hierarchy. Perhaps some basis could be found for differentiating the po-
sitions in which we find reduction to [i, ə, u], positions in which we find
reduction to schwa, and positions in which we find vertical vowels. Then it
would be possible to posit distinct hierarchies of vowel markedness for each
type of position, but such a proliferation of increasingly specific constraints
should prompt us to seek more general organising principles, as we have
done here. For example, positing position-specific hierarchies leaves it as a
remarkable coincidence that vowels with transitional F2 are unmarked in pre-
cisely the hierarchies for positions where F2 contrasts are neutralised, and
vowels with transitional F1 are unmarked in positions where F1 contrasts are
neutralised.9

4.1.2 The motivation for neutralising vowel F2 contrasts In this section we
will briefly address the motivation for neutralising vowel F2 contrasts. We have
seen that the Dispersion-Theoretic analysis correctly predicts the properties of
vowel inventories without F2 contrasts, but we have not yet explained why
a language would forgo F2 contrasts in the first place. The argument made
above only depends on the outcome of F2 neutralisation, so the motivation for
neutralisation is not directly relevant here, but it might be thought that vertical
vowel inventories contradict Maximise contrasts by failing to exploit F2
contrasts, so it is useful to show that this is not the case.

The analysis proposed here is that neutralisation of vowel F2 follows the stan-
dard pattern described in section 3.2.2: F2 contrasts are neutralised in contexts
where it is too difficult to realise them distinctly. A key factor that contributes
to this difficulty is very short vowel duration. In section 3.2.2 we saw evidence
that short duration makes it difficult to produce high F1 in a vowel because
there is little time for the necessary opening and closing movements. Simi-
lar considerations apply to the realisation of F2 contrasts in shorter vowels.
Lindblom (1963) shows that F2 at the mid-point of a vowel in a CVC where
both consonants are the same tends to move closer to an F2 value characteristic
of the consonant as the duration of the vowel is reduced. As a vowel becomes
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shorter, it becomes more effortful to deviate from the least-effort transition
between preceding and following consonants by a significant amount, but de-
viation from the least-effort transition is required to realise distinct F2 values
for contrasting vowels. At short durations, the effort of realising a distinct F2
contrast can be sufficient to make neutralisation optimal.

Schwa vowels are typically extremely short – Kondo (2000) reports a mean
duration of 34 ms for English – so it is unsurprising that it is difficult to maintain
either F1 or F2 contrasts in this context. Vertical vowels are also short, although
generally longer than schwa. The Caucasian vowel length opposition is between
short vowels and extra-short vowels, rather than between long and short vowels
as in Japanese or Finnish (Choi 1991; Kuipers 1960: 24; Smeets 1984: 122;
Colarusso 1988: 349), and the Marshallese vertical vowels are comparable to
these extra-short vowels (although the low vowel is longer – presumably this is
necessary to reach a high F1) (Choi 1992). But in these languages the difficulty
presented by short duration is exacerbated by rich inventories of consonant place
contrasts. F2 transitions play an important role in realising these contrasts, so
it is less possible to facilitate vowel contrasts by co-producing vowels with
consonants. Marshallese has an extensive system of palatalisation, velarisation,
and labio-velarisation contrasts (e.g. [pj-pγ ], [k-kw]), and sequences such as
[pjupj] and [pγ ipγ ] obviously require substantial tongue body movement. The
Caucasian languages contrast large sets of places of articulation, together with
some secondary articulations. So to some extent it appears that vertical vowel
inventories are trading vowel F2 contrasts for consonant-centered F2 contrasts.
Indeed, analysts have varied between characterising Arrernte as a vertical vowel
language with extensive labio-velarisation contrasts, or as a language with vowel
F2 contrasts, and a smaller consonant inventory (Ladefoged and Maddieson
1996: 357). However, it is apparent that rich consonant contrasts alone do not
give rise to neutralisation, because F2 contrasts are maintained among longer
vowels in the same consonant contexts.

The constraint ranking in (25) is a partial formalisation of this analysis of ver-
tical vowels. The constraint *HighEffort is intended to penalise particularly
rapid movements – specifically, with very short vowels, it rules out anything
more than small deviations from a smooth transition between tongue body and
lip positions for preceding and following consonants. The Mindist constraint
imposes a substantial minimum distance for vowel contrasts in F2, and for
contrasts based primarily on F2 during consonant release transitions. This con-
straint is satisfied by contrasts between fully front and back vowels (e.g. i-u, e-o)
or between palatalised and velarised consonants (see sample F2 specifications
in (26)).

(25) *HighEffort, Mindist = F2:4 � Maximise contrasts
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(26) F2: 6 5 4 3 2 1

i i -i -i ɯ u
e ə� ə � o

Cj Cγ

The operation of these constraints is illustrated by the tableau in (27) which
shows the selection of an inventory of CVCs with extra-short vowels, con-
sidering only secondary articulation contrasts as representatives of consonant
contrasts and only F2 contrasts among vowels.

(27)

*High Mindist Maximise
Effort = F2:4 contrasts

a. Cj��Cj CjŭCj Cj��Cγ CjŭCγ *!***** 8
Cγ��Cj CγŭCj Cγ��Cγ CγŭCγ

b. Cj��Cj Cj��� Cj Cj���Cγ Cj��Cγ *!*** 8
Cγ���Cj Cγ��Cj Cγ��� Cγ Cγɯ�Cγ

c. Cj��Cj Cj��Cγ 4
☞ Cγ��Cj Cγ��Cγ

d. C��C CŭC 2!

Candidate (a) best satisfies Maximise contrasts since it allows
palatalisation-velarisation contrasts on consonants in all positions, and
front-back contrasts in vowels; however, CVCs such as [pjupj, pγipγ] involve
substantial violations of *HighEffort since they involve movement from two
full front-back movements in a short duration. Candidate (b) is intended to
include CVCs that barely satisfy *HighEffort, that is, they represent the max-
imum allowable effort, while maintaining vowel and consonant contrasts in all
positions. However, with such short vowels, the maximum allowable effort re-
sults in only small deviations from a smooth transition between the secondary
articulations of the consonants (indicated by somewhat arbitrary transcriptions),
and consequently indistinct F2 contrasts, so candidate (b) violates the Mindist
constraint. The winning candidate, (c), satisfies *HighEffort since it involves
only transitional vowels, transcribed here with central vowel symbols. There
are no vowel F2 contrasts, and the palatalisation-velarisation contrasts satisfy
the Mindist constraint.

Candidate (d) satisfies the *HighEffort and Mindist constraints by neu-
tralising consonant contrasts rather than vowel contrasts. This candidate loses
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out to (c) because it realises fewer contrasts. Probably other considerations con-
tribute to this outcome – for example consonant place contrasts will typically
be cued by a release burst or during the consonant constriction itself, as well as
by formant transitions, so they may be more distinct than extra-short vowel F2
contrasts – but it seems likely that one advantage of adopting a vertical vowel
system is that many consonant contrasts can be differentiated in a relatively
short duration (consonant constriction plus transitions), whereas distinct vowel
contrasts take longer to realise. So abandoning vowel F2 contrasts may actually
be motivated by Maximise contrasts rather than being in conflict with this
constraint.

This analysis suggests that vertical vowels are similar to the schwa vowels
of Berber and Salish in that they serve primarily to allow the realisation of
consonant contrasts, but F1 is not generally implicated in consonant contrasts,
so it is possible to simultaneously realise vowel F1 contrasts if vowels are
permitted to be somewhat longer than the Berber or Salish schwa.

4.1.3 Related phenomena Dispersion Theory predicts that, where no con-
trasts are primarily realised on a given dimension, then realisation on that dimen-
sion will be governed by minimisation of effort, or other contextual Markedness
constraints. Neutralisation of F2 contrasts in vertical vowel inventories and in
fully neutralising vowel reduction are examples of this phenomenon. There are
probably many other examples of this pattern, but in some cases they can be
difficult to detect because the least effort realisation of a sound type is similar
to a sound found in contrast. For example, in many contexts, the least-effort la-
ryngeal state for an obstruent will be voicelessness, due to aerodynamic factors
discussed in the next section. However, voiceless stops also provide a distinct
contrast with voiced stops, so least-effort stops may be similar to contrastively
voiceless stops in many contexts. Dispersion theory leads us to expect that
non-contrastive voiceless stops should be more prone to partial voicing follow-
ing a preceding sonorant because effort minimisation disfavours active measures
to promote voicelessness, but the differences involved can only be identified
by instrumental analysis, so we do not have relevant data for many languages
(but see Hsu 1998 for evidence of this pattern in Taiwanese). However, there
is good evidence for the related prediction that effortful enhancements of stop
voicing should only apply where there are voicing contrasts, as shown in the
next section.

Contextual nasalisation of vowels provides another possible example of this
type of pattern. It is a slightly more complex case because nasalisation does af-
fect the distinctiveness of vowel-quality contrasts, particularly those involving
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F1 (Wright 1986; Beddor 1993), but it obviously has a much greater effect
on vowel nasalisation contrasts. So although we expect some general resis-
tance to nasalisation of vowels, it is to be expected that oral vowels should
be more tolerant of contextual nasalisation in the absence of nasalisation
contrasts.

Again, differences in the magnitude and extent of partial nasalisation can
only be determined by instrumental methods. Cohn (1990) shows that con-
trastive oral vowels in French undergo much less contextual nasalisation than
English vowels preceding a nasal, but there is no obvious difference follow-
ing a nasal. In any case, French may not be the most relevant example since
the vowel nasalisation contrasts are generally accompanied by differences in
vowel quality. There is evidence that the extreme measure of denasalisation of
nasals to avoid contextual vowel nasalisation is only adopted where there are
vowel-nasalisation contrasts.

The only way to ensure that a vowel adjacent to a nasal is completely oral is
to execute the velum movement during the stop closure, resulting in a brief oral
stop. This pattern is observed in a wide variety of languages (Anderson 1976;
Herbert 1986), the most striking instance being Kaingang, where nasals are
prenasalised preceding an oral vowel (28b), post-nasalised following an oral
vowel (28c), and ‘medio-nasalised’ between oral vowels (28d).

(28) a. ṼmṼ
b. ṼmbV
c. VbmṼ
d. VbmbV

Herbert (1986) claims that this pattern of realisation is only observed in
languages with contrastive nasalisation, as one would expect if partial denasal-
isation is motivated by the pressure to maximise the distinctiveness of vowel
nasalisation contrasts. That is, replacing a nasal by a more marked partially
nasalised stop is only justified where it serves to maximise the distinctiveness
of a contrast with nasalised vowels, because allophonic partial nasalisation does
little damage to the distinctiveness of vowel-quality contrasts.

The schematic ranking in (29) shows the outlines of a Dispersion-Theoretic
formulation of this analysis. The dispreference for partially nasalised stops
universally outranks constraints against contrasts between partially nasalised
vowel qualities (e.g. *ı̃-ẽ, where a single tilde indicates partial nasalisation), so
allophonic partial nasalisation of vowels is always preferred to denasalisation of
nasal consonants10. But the distinctiveness constraint against contrasts between
partially and fully nasalised vowels *ṽ- ˜̃v ( where a double tilde [ ˜̃v] marks a fully
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nasalised vowel) can outrank *Partially nasalised stop, so denasalisation
can be conditioned by a contrastively oral vowel.

(29) *ṽ- ˜̃v, *Partially nasalised stop � *ı̃-ẽ, *ẽ-ã, etc.

Without constraints on contrast, it is not possible to account for the fact that
denasalisation requires vowel nasalisation contrasts, since any constraint that
favoured denasalisation adjacent to oral vowels would necessarily apply to all
oral vowels, whether or not they contrast with nasalised vowels.

There is one exception to Herbert’s generalisation: in some Australian lan-
guages, including Gupapuyŋu (Butcher 1999), nasals are optionally pre-stopped
postvocalically, although there are no vowel nasalisation contrasts. Butcher sug-
gests that this partial denasalisation serves to ensure that the closure transitions
are oral, avoiding the destructive effect of nasalisation on the distinctiveness of
formant patterns (Repp and Svastikula 1988; Wright 1986). The distinctiveness
of formant transitions is particularly important because the relevant languages
distinguish four to six places of articulation among nasals. So this exceptional
case also appears to be motivated by distinctiveness constraints.11

4.2 Enhancement of stop voicing contrasts

Another example of contrast-dependent markedness is provided by the typol-
ogy of laryngeal contrasts among stops. A number of languages contrast pre-
nasalised or implosive stops with voiceless unaspirated stops, but do not have
plain voiced stops. The preference for prenasalised or implosive stops over
plain voiced stops is explained on the grounds that prenasalised and implosive
stops are more distinct than voiceless stops (cf. Iverson and Salmons 1996).
However, these sounds are also more effortful than plain voiced stops, so most
languages forgo these enhancements. Crucially, enhancement of stop voicing
does not occur in the absence of contrast – we do not find prenasalisation or
implosivisation of intervocalically voiced stops, for example. This is expected
if the only reason for exerting the additional effort involved in producing these
sounds is to satisfy a constraint on the distinctiveness of contrasts, but, like
other contrast-dependent patterns of distribution, it is difficult to account for
without constraints on contrast.

Prenasalised and implosive stops are often thought of as more marked than
plain voiced stops. While it is true that they are less frequent than plain voiced
stops, there is no implicational relationship between these sound types: a sub-
stantial number of languages have prenasalised or implosive stops without
having plain voiced stops, for example San Juan Colorado Mixtec has pre-
nasalised stops but no plain voiced stops (30) (Campbell, Peterson, and Lorenzo
Cruz 1986). This pattern is discussed by Iverson and Salmons (1996) in rela-
tion to Mixtec, and by Herbert (1986: 16ff.), who cites a number of other
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examples, including Fijian, Lobaha, Reef Islands-Santa Cruz languages, and
South Gomen. Other examples include Southern Barasano (Smith and Smith
1971) and Guaranı́ (Gregores and Suárez 1967).

(30) San Juan Colorado Mixtec stops
p t tj k
mb nd ndj

Languages that contrast voiceless and implosive stops but lack plain voiced
stops seem to be less common (Maddieson 1984: 28), but the UPSID database
of phonological inventories (Maddieson 1984) includes two examples: Nyangi
and Maasai (both Eastern Sudanic). The stops of Nyangi are shown in (32).
In addition, Vietnamese voiced stops are often implosive (Nguyen 1970), and
Ladefoged and Maddieson report that ‘fully voiced stops in many diverse lan-
guages (e.g. Maidu, Thai and Zulu) are often accompanied by downward move-
ments of the larynx that make them slightly implosive’ (1996: 78).

(31) Nyangi stops: p t c k
� � � �

Voiced stops are distinguished from voiceless stops by a variety of cues. One
of the most important is Voice Onset Time (Lisker and Abramson 1964; Lisker
1975), but the presence of voicing during closure (indicated by periodicity
and low-frequency energy) is also significant (Stevens and Blumstein 1981).
Implosive and prenasalised stops are more strongly voiced than plain voiced
stops, and so are better distinguished from voiceless stops in this respect. It
is difficult to sustain high intensity of voicing during a stop closure because
pressure builds up behind the closure until there is no longer a pressure drop
across the glottis. Without a sufficient pressure drop there is no airflow through
the glottis, and voicing ceases (Ohala 1983; Westbury and Keating 1986). So
voicing tends to decline in intensity through a voiced stop closure. Lowering
the velum allows air to be vented from the vocal tract, mitigating the pressure
build-up, and thus facilitating the maintenance of high intensity of voicing. In
addition, radiation from the nose results in higher intensity of the speech signal
than radiation through the neck, which is the only source of sound in an oral
stop (Stevens et al. 1986: 439).

Similarly, lowering the larynx during the stop closure, as in implosive stops,
expands the oral cavity, reducing the build-up of pressure. Consequently, im-
plosives are characteristically strongly voiced. Lindau (1984) found that the
amplitude of voicing actually increases through the course of an implosive clo-
sure. Implosives also have very low-intensity release bursts because the inten-
sity of the burst depends on oral pressure at release (Ladefoged and Maddieson
1996: 82). Intensity of the release burst has been shown to be a significant cue
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to stop-voicing contrasts in English (Repp 1979), so this is also likely to make
implosives more distinct from voiceless stops than plain voiced stops.

Given these considerations, it seems likely that languages like Mixtec and
Nyangi prefer prenasalised-voiceless and implosive-voiceless stop contrasts
over the more common voiced-voiceless contrast because the former are
more distinct contrasts (Henton, Ladefoged, and Maddieson 1992; Iverson
and Salmons 1996). The conflicting constraint that leads many languages to
forgo maximising distinctiveness is probably effort minimisation. Implosives
involve more effort than plain voiced stops because they involve an additional
larynx-lowering gesture. Prenasalised stops require rapid raising of the velum
to produce oral and nasal phases within the same stop.

The analysis can be formalised as follows. We will assume a dimension
corresponding to strength of voicing ([voice]) (32), which could be quantified
in terms of the intensity of the periodic part of the speech signal. Voiceless
unaspirated stops are also distinguished from the voiced stops by VOT, but this
difference is not significant here because it is not enhanced by prenasalisation
or implosion.

(32) Voice: 0 1 2

t d nd, �

For present purposes the fact that prenasalised stops and implosives involved
greater effort than plain voiced stops will be implemented as a fixed ranking of
constraints against these sound types (33).

(33) *Implosive, *Prenasalised stop � *Voiced stop

Then a language like Nyangi, with implosives in place of voiced stops, is
derived by the following ranking, as shown in (35).
(34) Mindist = voice:1 � Mindist = voice:2, Maximise contrasts,

*Prenasalised stop � *Implosive � *Voiced stop

(35) Mindist =
voice:1

Mindist =
voice:2

Maximise
contrasts

*Prenasal-
ised stop

*Implosive *Voiced
stop

a. t-d *! ✓✓ *

b. ☞ t-� ✓✓ *

c. t-nd ✓✓ *!

d. t ✓!

We will assume for now that the preference for implosives over prenasalised
stops depends purely on the relative ranking of the effort-minimisation con-
straints against these sound types, so the ranking in (34) derives implosives
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where *Prenasalised stop � *Implosive (cf. 35c), while prenasalised stops
are derived if this ranking is reversed. The more common voiced-voiceless
contrast is derived if Mindist = voice 2 is ranked below both of these effort-
minimisation constraints (36).

(36) Mindist =
voice:1

Maximise
contrasts

*Prenasal-
ised stop

*Implosive Mindist
= voice:2

*Voiced
stop

a. ☞ t-d ✓✓ * *

b. t-� ✓✓ *!

c. t-nd ✓✓ *!

d. t ✓!

If a voicing contrast is not maintained, the distinctiveness of voicing contrasts
is irrelevant, so voicing of stops is determined primarily by effort minimisation.
In many contexts, effort minimisation prefers devoicing of stops due to aerody-
namic factors reviewed above, but in some contexts, for example following a
nasal or in short stops between vowels, voicing appears to be easier to produce
and many languages follow effort minimisation, resulting in allophonically
voiced stops in these contexts (Westbury and Keating 1986; Kirchner 1998).
For example, stops are voiced intervocalically and following nasals in Tümpisa
Shoshone (Dayley 1989; Kirchner 1998).12 Implosives and prenasalised stops,
on the other hand, are never preferred by effort-minimisation constraints, so
these sounds are only expected in contrast with voiceless stops.

The patterns of distribution analysed here involve a contrast-dependent gen-
eralisation: implosives and prenasalised stops can be preferred to voiced stops
where they contrast with voiceless stops, but they are never preferred to voiced
stops where there is no voicing contrast. That is, there is no post-nasal im-
plosivisation or intervocalic prenasalisation. This situation is difficult to ac-
count for without constraints on contrasts because any simple way of deriving
implosives/prenasalised stops in place of voiced stops without these constraints
is liable to predict that these sounds could also be preferred in the absence of
contrast.

In a theory without constraints on contrasts, a preference for implosives over
voiced stops implies a ranking of constraints with the effect of that shown in
(37). The exact formulation of *Voiced stop and *Implosive is not important,
it is only necessary that one favours implosive stops over voiced stops, and
the other effectively imposes the reverse preference. We must also assume
that faithfulness to the feature that differentiates implosives from plain voiced
stops (e.g. [lowered larynx]) is low ranked throughout to explain the absence of
contrasts between plain voiced and implosive stops in the relevant languages.
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(37) Ident[voice], *Voiced stop � *Implosive

The reverse ranking of *Voiced stop and *Implosive would also have to be
allowed to derive the usual voiced-voiceless contrast:

(38) Ident[voice], *Implosive � *Voiced stop

The problem arises when these ranking possibilities are combined with rank-
ings required to analyse allophonic variation in languages without voicing con-
trasts. The basic ranking for a language without stop voicing contrasts has to
place Ident[voice] below the effort-minimisation constraints:

(39) *Implosive � *Voiced stop � Ident[voice]

To derive intervocalic voicing, it is necessary to differentiate the markedness
of voiced stops between vowels from their markedness in other contexts. A
simple approach is to posit a constraint against intervocalic voiceless stops,
*Voiceless stop/V V, ranked above the general constraint against voiced
stops (40). But we have already seen that *Voiced stop must be able to out-
rank *Implosive to account for languages with implosives but no plain voiced
stops. So nothing prevents reversing the ranking of these constraints, as in (40),
which derives the unattested phenomenon of intervocalic voicing implosivisa-
tion, that is, stops are implosive between vowels (41), but voiceless elsewhere
(42), because this ranking makes it preferable to replace any voiced stop by an
implosive.

(40) *Voiceless stop/V V, *Implosive � *Voiced stop � Ident[voice]

(41) /ata/ *Voiceless
stop/V V

*Voiced
stop

*Implosive Ident
[voice]

a. ata *!

b. ada *! *

c. ☞ a�a * *

(42) /ad/ *Voiceless
stop/V V

*Voiced
stop

*Implosive Ident
[voice]

a. ☞ at *

b. ad *!

c. a� *!



Evidence for constraints on contrasts 263

The problem with this approach is that it is not possible to express the fact
that implosives and prenasalised stops are only favoured because they yield
more distinct contrasts with voiceless stops (or an additional contrast), so noth-
ing favours implosives in the absence of stop-voicing contrasts. Without con-
straints on contrasts, it is necessary to posit constraints favouring implosives
and prenasalised stops independent of contrast, which then predicts that these
sounds could be preferred over plain voiced stops in the absence of contrast.
The preference for implosives and prenasalised stops must be strictly dependent
on the presence of a contrast, which implies constraints on contrasts.

4.3 Allophonic and contrastive nasalisation

The pattern observed in the previous section could be characterised as showing
that allophonic stop voicing is not subject to enhancement, whereas contrastive
voicing can be enhanced, so it provides evidence that allophonic stop voicing
behaves differently from contrastive stop voicing. Comparing the behaviour of
allophonic and contrastive instances of a sound type is a good way to inves-
tigate the prediction that the markedness of a sound depends on the sounds
that it contrasts with, because the same sound types can be observed in dif-
ferent systems of contrasts. For example, an allophonically nasalised vowel
generally contrasts with other nasalised vowels, but by definition it does not
minimally contrast with its oral counterpart, whereas a contrastively nasalised
vowel minimally contrasts both with other nasal vowels and with its oral coun-
terpart. In this section we will see that the markedness of an allophonically
nasalised sound can differ from the markedness of the same sound where
nasalisation is minimally contrastive. This difference is unexpected if there
are no constraints on contrasts because then a constraint against nasalised vow-
els, for example, applies equally to allophonically and contrastively nasalised
vowels.

In Dispersion Theory, a contextually nasalised vowel will generally violate
more Mindist constraints than its oral equivalent because nasalisation reduces
the distinctiveness of vowel F1 contrasts (section 4.1.3). The markedness of a
contrastively nasalised vowel depends on this factor also, but it is more depen-
dent on the distinctiveness of the contrast with its oral counterpart. Evidence
for the significance of this distinction comes from the existence of mismatches
between the typologies of nasalisation contrasts and resistance to allophonic
nasalisation in nasal harmony (Nı́ Chiosáin and Padgett 1997).

Blocking of nasal harmony can be illustrated from the Johore dialect of Malay
(Onn 1980). In this language, nasality is only contrastive on stops, and spreads
rightward from a nasal stop onto a sequence of vowels, glides and laryngeals
(43a). All other segment types block the spread of nasalisation (43b).
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(43) a. mı̃nõm ‘to drink’ baŋõn ‘to rise’
mãʔ̃ãp ‘to pardon’ pənə̃ŋãh̃ãn ‘central focus’
mãj̃ãn ‘stalk (palm)’ mə̃nãw̃ãn ‘to capture (active)’

b. mə̃ratappi ‘to cause to cry’ pəŋãw̃ãsan ‘supervision’
mãkan ‘to eat’

Languages with nasal harmony vary as to which segments block the spread
of nasality. Building on surveys by Schourup (1972), Piggott (1992) and Cohn
(1993), Walker (1998) shows that segments can be arranged into the hierarchy
shown in (44) such that if any segment type blocks nasal harmony, all segment
types lower on the hierarchy block nasal harmony as well. So in Johore Malay
the top two levels of the hierarchy undergo nasalisation – liquids and segments
lower on the hierarchy block harmony. Sundanese (Robins 1957; Cohn 1990)
is similar to Malay, but glides also block nasalisation.

(44) vowels, laryngeals > glides > liquids > fricatives > obstruent stops

Walker (1998) analyses this generalisation in terms of a corresponding
hierarchy of constraints on the ‘compatibility’ of different segment types with
nasality:

(45) *NasObsStop � *NasFricative � *NasLiquid � *NasGlide
� *NasVowel � *NasSonStop

Walker does not propose any constraint on nasalised laryngeals, but remarks
that they typically pattern with vowels (1998: 50), so *NasLaryngeal should
presumably be ranked at the same level as *NasVowel in the hierarchy. Differ-
ent patterns of blocking are then derived by ranking the constraint that motivates
nasal harmony, Spread[+nasal], at different points in this hierarchy. Segment
types subject to nasality constraints ranked below Spread[+nasal] undergo
nasalisation harmony, while those subject to higher-ranking constraints block
harmony. For example, the ranking for Johore Malay is as in (46).

(46) *NasObsStop � *NasFricative � *NasLiquid �
Spread[+nasal] � *NasGlide � *NasVowel �

*NasSonStop

The difficulty faced by this approach is that these same Markedness con-
straints should also account for the typology of nasalisation contrasts – plac-
ing Ident[nasal] at different points in the hierarchy should yield the typol-
ogy of nasalisation contrasts. As Walker observes (1998: 53), the predicted
pattern is broadly correct: the most common nasal sounds are nasal stops,
and the next most common are nasalised vowels, while other contrastively
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nasalised sounds are rare (Maddieson 1984; Cohn 1993). However, Nı́ Chiosáin
and Padgett (1997) note that the predictions concerning nasalised laryngeals
are problematic. Nasalisation is never contrastive on glottal stops, suggesting
that *NasLaryngeal should be high ranked, but on the other hand laryn-
geals are among the sounds most susceptible to nasal harmony, implying that
*NasLaryngeal should be low ranked. That is, contrastive nasalisation of
laryngeals is very marked, but non-contrastive nasalisation is unproblematic.
This situation is predicted by the contrast-based analysis of blocking and con-
trast: nasalisation contrasts on glottal stops are unsatisfactory because nasalised
and oral glottals are acoustically identical (cf. Walker and Pullum 1999), but
by the same token, contrasts between glottal stops and other consonants are
unaffected by contextual nasalisation of the glottal. The acoustics of [h] are
also relatively unaffected by velum lowering (Ohala 1975: 301). The prob-
lem with Walker’s approach is that it conflates markedness of contrastive and
non-contrastive nasalisation.

A faithfulness-based analysis according to which nasal harmony is blocked
because it violates faithfulness to the underlying [−nasal] specification
of the blocking segment fares no better. Such an account must distin-
guish Ident[nasal] constraints for different segment types, for example
Ident[nasal]/fricative, Ident[nasal]/liquid, and so on. The blocking hi-
erarchy is then derived by imposing a universal ranking on these faithfulness
constraints:

(47) Ident[nas]/ObsStop � Ident[nas]/Fricative �
Ident[nas]/Liquid � Ident[nas]/Glide �
Ident[nas]/Vowel, Ident[nas]/Laryngeal

Again the problem is that these faithfulness constraints are required to do
double duty: they must also account for the typology of nasalisation contrasts.
Nasality contrasts should be derived by the ranking of a general Markedness
constraint, presumably *[+nasal]. However, this makes completely inaccurate
predictions concerning the typology of nasal contrasts. For example, the high
ranking of Ident[nas]/Fricative motivated by the resistance of fricatives to
nasalisation implies that nasalisation contrasts on fricatives should be common
also. At the other extreme, the susceptibility of vowels to contextual nasal-
isation should imply that nasalisation contrasts on vowels are more marked
than nasalisation contrasts on liquids or glides.13 Again, the diagnosis is that
this approach fails to distinguish markedness of contrastive nasalisation from
markedness of non-contrastive, contextual nasalisation.

Dispersion Theory predicts that nasal harmony should be blocked where
nasalisation would be articulatorily difficult, or where it would give rise to
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indistinct contrasts. Nı́ Chiosáin and Padgett propose a dispersion-based analy-
sis of the behaviour of laryngeals according to which nasalisation contrasts do
not arise on laryngeals because they would be indistinct, as above, but laryn-
geals do not block nasal harmony because a nasalised laryngeal is a low-effort
sound, implying an account of blocking in terms of articulatory compatibility
with nasalisation. However, there is no obvious articulatory difficulty in low-
ering the velum during any sound type (although it may result in a change in
manner as well as nasalisation). So the blocking hierarchy is more plausibly
derived from distinctiveness constraints.14 Specifically, most of the blocking
hierarchy ((47), above) can be derived from the generalisation that nasal har-
mony is blocked where nasalisation would endanger contrasts with nasal stops.
That is, blocking of nasal harmony is a consequence of Mindist constraints
blocking the creation of indistinct contrasts between nasals and nasalised conso-
nants. The ranking of these constraints is shown in (48). Distances are expressed
descriptively because it is not clear what dimensions distinguish these sounds.15

(48) Mindist = Nas‘Fricative’-NasStop� Mindist
= NasLiquid-NasStop � Mindist = NasGlide-NasStop �

Mindist = NasVowel-NasStop � Mindist = NasLaryngeal-NasStop

Since laryngeals are largely unaffected by nasalisation, they remain highly
distinct from voiced nasals. So Mindist = NasLaryngeal-NasStop is at the
bottom of the hierarchy, and laryngeals are consequently least likely to block
nasal harmony. As for the rest of the hierarchy, nasalising a voiced stop actually
results in a nasal, and so would neutralise contrasts. Approximant consonants
such as glides, laterals, and rhotics are already similar to nasals in that these are
all sonorant consonants, and lowering the velum further reduces this difference.
In general, the narrower the oral constriction of a nasalised approximant, the
more similar it will be to a nasal stop. In a nasal stop, all airflow is through
the nasal cavity, whereas in a nasalised approximant there is airflow through
both oral and nasal cavities, but a narrower oral constriction results in less
airflow through the oral cavity, and correspondingly more airflow through the
nasal cavity, resulting in closer approximation to a nasal stop. Thus nasalised
laterals, for example [l], and flaps [ɾ̃] are most similar to nasal stops, nasalised
glides, [w̃, j̃] somewhat less so, and nasalised vowels least of all. Nasalising
a voiced fricative is liable to lead to loss of frication because air is vented
through the nose, leaving insufficient oral pressure to generate frication (Ohala
and Ohala 1993: 227f.), so the basic result is a narrowly constricted nasalised
approximant, which presumably is slightly closer to a nasal than a nasalised
liquid (in (48), Nas‘Fricative’ refers to the sound that results from lowering
the velum during a voiced fricative).

So nasalising sounds that are higher on the blocking hierarchy results in less
distinct contrasts with nasal stops, that is, violation of higher-ranked Mindist
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constraints. The blocking segments in a particular nasal harmony system de-
pend on the position of Spread[+nasal] in the hierarchy of Mindist con-
straints. For example, in Johore Malay, Mindist = NasGlide-NasStop �
Spread[+nasal]. A contrast like [j-�] satisfies this Mindist constraint, so
nasality may spread onto glides (49). On the other hand a contrast involving a
nasalised liquid, for example [ɾ̃-n], violates this Mindist constraint, so liquids
block the spread of nasality (50).

(49) Maximise
contrasts

Mindist =
NasGlide-
NasStop

Spread
[+nasal]

a. majaŋ-mã�ãŋ ✓✓ *****!

b. mãjaŋ-mã�ãŋ ✓✓ ****!

c. ☞ mãj̃ãŋ-mã�ãŋ ✓✓ **

d. mã�ãŋ ✓! *

(50) Maximise
contrasts

Mindist =
NasGlide-
NasStop

Spread
[+nasal]

a. məɾa-mə̃nã ✓✓ ***!

b. ☞ mə̃ɾa-mə̃nã ✓✓ **

c. mə̃ɾ̃ ã. -mə̃nã ✓✓ *!

d. mə̃na ✓! *

Blocking by voiceless consonants has a different basis. Nasalising a voiceless
stop results in a voiceless nasal, which is quite distinct from a voiced nasal, but
is highly dispreferred for other reasons. A fully devoiced nasal is similar to
[h] and also yields indistinct place contrasts since noise is generated mainly at
the nostrils, and so is the same regardless of oral place of articulation (Ohala
and Ohala 1993: 232). Note that contrastively voiceless nasals are actually
voiced during part of the nasal closure (Ladefoged and Maddieson 1996: 113) –
Ohala and Ohala suggest that this realisation is adopted precisely to diminish
the problems just outlined. Nasalising a voiceless fricative would yield similar
results, since frication would be lost, as in nasalisation of a voiced fricative.

The typology of contrastive nasalisation depends partly on the distinctive-
ness facts just outlined, but many other distinctiveness relations are significant,
in particular the distinctiveness of contrasts between corresponding oral and
nasal sounds, which is irrelevant where nasalisation is non-contrastive. These
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additional considerations explain the discrepancies between the typologies of
blocking and contrast.

As already noted, the acoustic near-identity between oral and nasalised la-
ryngeals explains why these sounds are not found in contrast.16 Nasal stops
provide good contrasts with oral stops and approximants, and consequently are
found in almost all languages (Ferguson 1963; Maddieson 1984). This is prob-
ably because they are well differentiated from obstruents by intensity, and from
other sonorants by their distinctive formant structure. Nasals have more closely
spaced formants than oral sonorants because the nasal-pharyngeal tract is longer
than the oral tract. Nasal formant structure is further differentiated from most
oral sonorants by the presence of spectral zeroes at the resonant frequencies of
the oral cavity behind the closure (Fujimura 1963; Stevens 1999: 487ff.) (later-
als also have spectral zeroes, but at higher frequencies than in nasals). Given the
desirability of nasal stops, the undesirability of nasalised approximants follows
from the fact that nasalised approximants yield poor contrasts with nasal stops
for reasons outlined above in the discussion of the Mindist hierarchy in (48).

5 Conclusion: working with constraints on contrast

We have now seen substantial evidence that phonology includes constraints on
contrasts, specifically constraints that favour maximising the distinctiveness of
contrasts (Mindist), and a constraint that favours maximising the number
of contrasts (Maximise contrasts). We have also seen that these constraints
do not operate independently from more familiar syntagmatic Markedness con-
straints, for example as a theory of inventories, somehow operating outside
of conventional phonological analyses. The interaction between syntagmatic
and paradigmatic constraints is central to the derivation of basic phenom-
ena such as neutralisation (section 3.2.2) and blocking in harmony processes
(section 4.3). According to Dispersion Theory, the set of well-formed words
in a language represents an optimal balance between the number and distinc-
tiveness of the contrasts between words and constraints that define preferred
sound sequences, such as effort minimisation and metrical constraints. How-
ever, combining paradigmatic and syntagmatic constraints in this way does
result in a system with very different properties from an OT grammar based on
conventional constraints, because constraints on the distinctiveness of contrasts
evaluate relationships between forms. So if we want to determine whether a pu-
tative word is well formed, we must consider whether it is sufficiently distinct
from neighbouring words. But these words must also be well formed, which
implies assessing their distinctiveness from neighbouring words, and so on.
Thus it seems that we cannot evaluate the well-formedness of a single word
without determining the set of all possible words.
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The analyses above avoid this problem by considering only the evaluation
of inventories of contrasting sounds (or short strings of sounds) in a particular
context rather than evaluating complete words. For example, evaluating vowel
inventories effectively involves determining the set of contrasting sounds that
are permitted in a syllable nucleus. This makes the evaluation of Mindist and
Maximise contrasts straightforward, since only a small number of contrasting
sounds are possible in a given context. This simplification is valid given certain
assumptions. First, the context must be well formed. For example, if we are
evaluating the set of vowels that can appear before a nasal stop, it must be true
that nasal stops are part of an inventory of consonant contrasts that can occur
in postvocalic position. Second, nothing outside of the specified context should
be relevant – that is, no constraint that is ranked high enough to affect the well-
formedness of the inventory should refer to material outside of the specified
context.

More generally, the strategy for avoiding the problem of mass comparisons
is to derive generalisations about the set of possible words in a language –
for example, stressed vowels are all drawn from a certain set – rather than
deriving particular words. But this strategy is not actually novel, it is the usual
approach to phonological analysis. Even if it is possible to determine whether
an individual word is well formed with respect to a constraint ranking, the result
of such an exercise is usually not very significant. Showing that a grammar can
derive an individual word is not usually the goal of phonological analysis of a
language; the goal is to devise a grammar that derives all and only the possible
words of that language. The usual intermediate goal is to derive generalisations
about all the possible words of the language, exactly as in the analyses here.

For example, in analysing a language it is usual to restrict attention to a single
process, for example place assimilation between nasals and stops, ignoring
stress assignment, distribution of vowels, and so on. Such an analysis may
be illustrated by deriving complete words, for example /kanpa/ → [kampa],
but in itself this is uninteresting. The real goal is to derive the generalisation
that nasals are always homorganic to following stops. Properly, establishing
such a generalisation requires showing that no contrary output is derived if
all possible inputs are passed through the grammar (Prince and Smolensky
1993: 91). So with or without paradigmatic constraints, there is an important
distinction between deriving individual words using a grammar and reasoning
about the properties of the set of words derived by that grammar. Constraints on
contrast make complete derivation of individual words difficult, but that does
not preclude deriving generalisations about possible words.

To approach the derivation of complete words, it is necessary to derive in-
creasingly comprehensive descriptions of the set of possible words. Such a
description need not be a list of possible words, it could be a grammar that
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generates the possible words. That is, one way to deal with the need to evaluate
all words simultaneously could be to evaluate candidate grammars that provide
compact characterisations of candidate sets of possible words. Any such solu-
tion involves substantial additions to the analytical machinery of phonology,
but we have seen that these steps are well-motivated.
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Notes

I would like to thank the editors for detailed comments on this chapter.
1. Crosswhite (this volume) proposes that vowel raising is desirable in unstressed sylla-

bles because it lowers the sonority of the vowel, resulting in a better correspondence
between stress and vowel intensity. This predicts that raising of unstressed vowels
could occur in languages where stress is not realised by significant differences in
vowel duration whereas the present analysis treats shortening as the primary cause
of raising. She also suggests that the same vowel quality difference may be less
discriminable if vowel duration is shorter, so larger quality differences are required
in short, unstressed syllables, which can result in neutralisation in these positions
without raising of low vowels. If vowel duration affects distinctiveness in this way, it
could be formalised in dispersion theory by ranking Mindist constraints on shorter
vowels higher than comparable constraints on longer vowels.

2. Word-final unstressed syllables were more variable in duration, probably because
duration in this position is dependent on phrase-final lengthening effects. F1 of
final /a/ was correspondingly more variable. The greater duration of phrase-final
vowels does not lead to a larger vowel inventory in this position – this is probably
a ‘uniformity’ effect (Steriade 1997, 2000), i.e. it allows words to have a more
consistent realisation across phrasal positions.

3. Moraes (1998) found relatively small differences in duration between pretonic and
final unstressed vowels, but he only measured high vowels which tend to be short
in any case. Major measured low vowels, which are more relevant here. Moraes
(1998) also shows that the duration difference can be eliminated by phrase-final
lengthening of final unstressed syllables. As in Italian, it appears to be the phrase-
medial characteristics that are relevant to neutralising vowel reduction. It is also
interesting to note that Moraes found that final unstressed vowels have much lower
intensity than vowels in other positions, and that this remains true even with final-
lengthening (this should not be a consequence of vowel raising, since all vowels
were high). Intensity should play some role in the perceptibility of vowel contrasts,
but this factor is not analysed here.

4. Kuipers actually transcribes the Kabardian high vowel as [ə], the mid-vowel as [a],
and the ‘long’ low vowel as [ā], and Colarusso (1988) follows him in this, but their
descriptions, Colarusso’s phonetic transcriptions, and acoustic data in Choi (1991)
all indicate that the vowels are actually high and mid respectively.

5. The transcription of vowels has been altered in accordance with conventions adopted
here.

6. Van Bergem (1994) also concludes that Dutch schwa is the minimum-effort vowel.
7. Consonant F2 is influenced by adjacent full vowels, so the vowel environment also

influences schwa quality. There are no data on the influence of vowel environment
on vertical vowel quality.

8. The use of IPA [ə] to transcribe this vowel is thus a source of confusion since [ə] is
supposed to be a mid central vowel. The fact that schwa is typically a high vowel
with transitional F2 helps to explain the use of the [ə] symbol to transcribe high
vertical vowels in Caucasian (e.g. Kuipers 1960; Smeets 1984).

9. Crosswhite (2001, this volume) proposes distinct markedness hierarchies for
stressed and unstressed vowels where schwa is the most marked stressed vowel,
but the least marked unstressed vowel. However, she uses [ə] to refer to both a
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mid-central vowel, as found in Brazilian Portuguese vowel reduction, and the tran-
sitional vowel found in complete neutralisation, so this analysis fails to account for
the distinct contexts in which these two types of vowel arise.

10. It is not clear whether *Partially nasalised stop is properly a constraint against
the effort involved in moving the velum with sufficient rapidity and precision to
produce a nasalisation contour, or whether partially nasalised stops are dispreferred
relative to full nasals because they yield inferior contrasts with some ubiquitous
sound category such as voiceless stops. However, it does seem that languages do
not have partially nasalised stops unless they also have nasals, either in contrast or
in alternation with the partially nasalised stops (Herbert 1986: 16ff.).

11. A form of post-nasalisation can also arise without vowel nasalisation contrasts
through a process of ‘pre-obstruentisation’ discussed by Steriade (1993) (e.g. Diyari,
Icelandic). Steriade argues that this process is not denasalisation per se because it is
accompanied by pre-stopping of laterals in the same environments (l → dl). Further
reason for doubting that it is the orality of vowels that conditions this process of post-
nasalisation comes from the fact that they are not conditioned by all oral vowels –
it only applies to post-stress or geminate nasals.

12. Not all languages that lack a voicing contrast have fully voiced stops between
vowels. This might be due to variation in stop duration – that is, devoicing is only
effortful in short stops – or effort minimisation might be opposed by a conflicting
preference for voiceless stops because their place cues are more distinct and robust
(Wright 1996, this volume).

13. Adopting the set of markedness constraints in (47) rather than undifferentiated
*[+nasal] avoids some of the problematic predictions of a pure faithfulness ac-
count at the cost of proliferating constraints, but it still fails to account for the
behavior of laryngeals: although Ident[nas]/laryngeal is ranked low, so is
*NasLaryngeal, so it is predicted that contrastively nasalised laryngeals can be
derived while excluding all other nasalisation contrasts.

14. Nı́ Chiosáin and Padgett (1997: fn.25) also consider this possibility.
15. Nasalised vowels and approximants raise potential difficulties for the formant-

based approach to spectral quality adopted above because nasal coupling introduces
additional formants (resonances of the nasal cavity), so formants of nasalised sounds
do not correspond straightforwardly to the formants of oral sounds. In addition,
nasal sounds generally include spectral zeroes whose primary effect is to reduce
the intensity of nearby formants (Maeda 1993), and formant intensities are not
dimensions we have considered so far.

16. Ladefoged and Maddieson (1996: 133) report the existence of contrastively
nasalised [h̃] in Kwangali, but nasalisation is also realised on the following vowel,
so it is possible to regard this as essentially a vowel nasalisation contrast that is
restricted to environments following a consonant that is highly compatible with
contextual nasalisation conditioned by a nasalised vowel.



9 Syllable weight*

Matthew Gordon

1 Introduction

The goal of this chapter is to explore the role phonetics plays in shaping the
phonology of syllable weight. Standard (moraic and skeletal slot) treatments of
weight assume that weight criteria (i.e. what syllables count as ‘heavy’) may
vary from language to language, but that all phonological processes within a
given language will employ a uniform weight criterion. An extensive survey
of weight-sensitive phonological phenomena, however, shows the opposite:
weight criteria are frequently non-uniform within a given language, but partic-
ular weight criteria are characteristic of particular classes of weight-sensitive
phenomena, with considerable cross-linguistic uniformity for those phenom-
ena. This chapter focuses on weight-sensitive stress and tone. I argue that the
divergent weight criteria observed in stress and tone systems largely follow
from differences in the phonetic implementation of stress and tone. Phonetics
also plays a role in accounting for cross-linguistic variation in weight criteria
for a given process: such variation is often attributed to independent phonetic
properties of these languages, which are in turn grounded in other phonological
properties such as syllable structure.

Despite the importance of phonetics, however, syllable weight is not sensi-
tive only to phonetic considerations. I will claim that languages employ weight
distinctions that operate over phonologically symmetrical classes of syllables,
even if this means not exploiting the phonetically most effective weight distinc-
tion(s).

Finally, I will argue that the ingredients of process-specificity of weight cri-
teria, phonetic effectiveness, and phonological simplicity together play a cru-
cial role in the ranking of a set of Optimality-Theoretic constraints governing
weight-sensitive phenomena. The divergent phonetic motivations behind dif-
ferent weight-sensitive processes are reflected in process-specific sets of con-
straints. Within individual phenomena, constraints referring to the phonetically
most effective of the simple weight distinctions are ranked on a language-
specific basis above constraints referring to phonetically less effective or more
complex distinctions.

277
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The general structure of this chapter is as follows. Following an introduction
to the concept of weight in section 2, section 3 summarises results of the cross-
linguistic weight survey, arguing against language-internal uniformity of weight
criteria and for the process-specificity of weight. Sections 4 and 5 juxtapose
weight-sensitive tone and stress, respectively, arguing that differences in their
distribution of weight criteria are attributed to differences in the phonetic factors
governing the two phenomena. In the context of the discussion of weight-
sensitive stress, section 5 also explores two other ingredients in the analysis of
weight: the phonetic motivations behind language-specific variation in weight
criteria for a single process and the role of phonological simplicity in syllable
weight. Finally, section 6 sketches a formal constraint-based analysis of weight
which incorporates the phonetic conditioning factors governing weight.

2 Background

2.1 Weight as a phenomenon

Linguists have long observed that many languages display phonological phe-
nomena that treat certain syllable types as heavier than others (e.g. Jakobson
1931; Allen 1973; et al.). For example, stress in Yana falls on the leftmost sylla-
ble that is closed or contains a long vowel (Sapir and Swadesh 1960). In words
without closed syllables and long vowels, stress falls on the first syllable. Thus
in Yana, closed syllables (CVC) and syllables containing long vowels (CVV)
are ‘heavier’ than open syllables containing a short vowel (CV).

Other phonological phenomena can also be weight sensitive. For example, in
many tone languages, syllables differ in the range of tonal contrasts they may
support. Thus, while most languages allow level tones on all syllable types,
many restrict contour tones to certain heavy syllables. For example, in Kiowa
(Watkins 1984), contour tones are restricted to CVV and syllables closed by a
sonorant coda (CV[+son]). Contour tones may not occur on CV or on short-
voweled syllables closed by an obstruent (CV[−son]).

Other phenomena in addition to stress and tone have been linked to weight:
minimal word requirements (McCarthy and Prince 1986, 1995b), metrical
scansion (Hayes 1988), compensatory lengthening (Hayes 1989), reduplica-
tion (McCarthy and Prince 1986, 1995b), and syllable templatic restrictions
such as prohibitions against long vowels in closed syllables (McCarthy and
Prince 1986, 1995b). It is thus clear that syllable weight plays an important role
in phonological theory.

2.2 Representations of weight

Two representations of weight that have gained wide acceptance in phonologi-
cal theory are skeletal slot models, including CV and X slot models (McCarthy
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Figure 9.1 Moraic representations of three syllable types in Yana

1979; Clements and Keyser 1983; Levin 1985) and moraic models (Hyman
1985; Hayes 1989). These models assume representations that are projected
from properties of the underlying representation, such as segment count and
phonemic length. Units of weight, either skeletal slots (in CV and X slot mod-
els) or moras, are assigned to segments. In the case of moraic theory, the only
segments that are eligible to receive a mora are those in the syllable rhyme, the
relevant domain of weight in most cases (Hyman 1985; Hayes 1989). Rhymes
with a greater number of segments receive a greater number of weight units.
Similarly, contrasts in segmental length are represented by assuming that long
segments are associated with two weight units, while short segments are associ-
ated with one unit of weight. Weight distinctions are thus reducible to differences
in the number of units of weight in a syllable, and, in the case of skeletal slot
theory, the affiliation of timing slots. Syllables with a greater number of weight
units are ‘heavier’ than syllables with fewer weight-bearing units. Addition-
ally, in skeletal slot models, it is assumed that weight is calculated over only the
nucleus in languages observing either the CVV heavy or the CVV, CV[+son]
heavy distinctions (Levin 1985). Sample representations of weight in Yana
in Hayes’ (1989) moraic and Levin’s (1985) skeletal slot models appear in
figure 9.1.

Differences in tonal weight can also be captured by moraic and skeletal slot
models. It is typically assumed that contour tones result from the combination
of two level tones (e.g. Woo 1969; Hyman 1985; Duanmu 1994a, b). Thus,
a rising tone reflects the combination of a low tone followed by a high tone,
while a falling tone is represented as high tone followed by a low tone. Given
the compositionality of contour tones, restrictions against contour tones are
usually assumed to arise from a prohibition against associations between more
than one tone and a single timing position (either a skeletal slot or mora).
Because a contour tone consists of two tones, it requires two timing positions
on which to be realised in languages with weight-sensitive tone. For example,
the Kiowa restriction against contour tones on CV[−son] and CV follows if
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one assumes that only sonorants are associated with weight-bearing timing
positions in Kiowa.

2.3 Weight uniformity

An important claim of both theories of weight is that weight criteria may vary
from language to language, but are uniform for different processes within the
same language (Hyman 1985; McCarthy and Prince 1986, 1995b; Zec 1994;
Hayes 1989). Latin provides an example of uniformity of weight criteria within
a single language: the metrical and stress systems, as well as other quantitative
phenomena, treat CVV and CVC as heavy and CV as light (Mester 1994).
Comparison of Yana stress with Khalkha stress illustrates the parameterisation
of weight as a function of language: the stress system in Khalkha treats only
CVV as heavy (Bosson 1964; Walker 1995).

Most representations of weight have captured the assumption that weight is a
property of languages by parametrising weight representations as a function of
language. For example, in Hayes’ (1989) moraic theory, some languages (e.g.
Yana) assign a mora to syllable-final (coda), while others (e.g. Khalkha) do not.
Similarly, in skeletal slot models (e.g. Levin 1985), the syllabic affiliation of
sonorant consonants is parameterised on a language specific basis: some lan-
guages (e.g. Kiowa) syllabify postvocalic sonorant consonants in the nucleus,
while others (e.g. Yana and Khalkha) syllabify them as codas.

Several counterexamples to the moraic uniformity hypothesis have surfaced
in recent literature, for example Steriade 1991, Crowhurst 1991, Hyman 1992,
and Hayes 1995. For example, Steriade (1991) shows that the stress system,
the system of poetic metrics, and the minimal root requirement of Early and
Classical Greek are sensitive to different weight criteria from the pitch accent
system. At both historical stages of Greek, the stress and metrical systems as
well as the minimal root requirement treat both CVV and CVC as heavy. Pitch
accent weight criteria are more stringent, however, at both stages. In Early
Greek, CVV and CV[+son] are heavy, while in Classical Greek, only CVV is
heavy for purposes of pitch accent placement. Another example of conflicted
weight criteria comes from Lhasa Tibetan (Dawson 1980). In Lhasa Tibetan,
CVV is heavy for stress, while CVV and CV[+son] are heavy for tone; thus, if
we conflate weight criteria for both phenomena, we get a three-way hierarchy:
CVV > CV[+son] > CV. Crowhurst (1991), Hyman (1992), and Hayes (1995)
present additional cases of non-uniformity of weight criteria within a single
language.

Cases of conflicted weight criteria are problematic for two reasons. First, there
is the issue of representing them formally, which requires reference to at least
three levels of weight in a single language. To see this, consider the case of Lhasa
Tibetan. If one represents the three-way weight hierarchy in terms of mora count,
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CVV would need to be trimoraic to be heavier than CV[+son] (which would
be bimoraic) and CV (which would be monomoraic). However, CVV should
only be bimoraic in moraic theory, which assumes that representations are pro-
jected from segment count and phonemic length distinctions. Furthermore, the
assumption that tones link to weight-bearing units in one-to-one fashion in lan-
guages with weight-sensitive tone would be violated if CVV were trimoraic.
The representation of the Lhasa Tibetan facts is also problematic for skeletal slot
theories, in which there is no straightforward way to represent the Lhasa distinc-
tion between CVV and CV[+son]. The difference between CVV and CV[+son]
cannot be captured by assuming that weight for stress is calculated over the nu-
cleus and weight for tone is determined over the rhyme, since CV[–son] also
contains a branching rhyme but is nevertheless light for both tone and stress.

A more fundamental challenge presented by cases of conflicted weight cri-
teria concerns the basic conception of weight as a language-driven rather than
a process-driven phenomenon. Given the increasing number of cases of con-
flicted weight criteria reported in the literature, it seems worthwhile to explore
systematically the alternative and equally plausible hypothesis that weight is
more a function of process rather than of language. Under this view, varia-
tion in weight criteria would be attributed principally to differences between
weight-based phenomena in the weight distinctions they characteristically em-
ploy, rather than to differences between languages. For example, it could turn
out that weight-sensitive tone tends to observe different weight criteria than
weight-sensitive stress and that this process specificity accounts for many cases
of conflicted weight criteria. If this scenario turned out to be true, the focus
of the theory of weight should shift from explaining how and why languages
differ in terms of their weight criteria to addressing how and why weight crite-
ria differ between weight-sensitive phenomena. Exploring weight as not only a
language-driven but also a process-driven property also has the potential to pro-
vide insight into cases of weight uniformity. For example, suppose that codas
were characteristically weightless for both tone and stress systems. Crucially,
if this were true, even if one were to find a language in which coda consonants
were weightless for both tone and stress, this convergence of weight criteria
would not provide support for the view that weight is uniform as a function
of language. The moral of this story is that, when considering the evidence for
uniformity of weight, it is as important to pay attention to the cross-linguistic
weight patterns displayed by a single process as to convergences of weight
criteria within the same language.

3 A cross-linguistic survey of weight

In order to gain a better understanding of the cross-linguistic distribution
of weight, a survey of six weight-sensitive phenomena (stress, tone, poetic
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metrics, compensatory lengthening, minimal word requirements, and syllable
template restrictions) in approximately 400 languages was conducted. I briefly
summarise the overall results of the survey, which strongly suggest that weight
is more process driven than language driven: that is, there are as many, if not
more, languages with conflicted weight criteria than there are languages with
uniform weight criteria, whereas for any one phenomenon there is a high degree
of cross-linguistic convergence for weight criteria. The focus of the discussion
in this chapter will be on tone and stress; for more detailed discussion of the
other weight-sensitive phenomena, see Gordon 1999.

Before considering overall results of the survey, let us briefly consider how
the surveyed phenomena other than tone and stress instantiate weight. Poetic
metrics is a diagnostic for weight in languages with poetic traditions in which
the placement of syllables in the meter is dependent on their weight: heavy
syllables show a preference (varying in strength depending on the language)
for occurring in strong positions, while light syllables tend to fall in weak po-
sitions (Hayes 1988). Languages with syllable template restrictions prohibit
long vowels in either all closed syllables or syllables closed by a certain type
of coda, due to a constraint on the maximum weight of a syllable (Steriade
1991; Hayes 1995). In such languages, coda consonants are heavy, since they
contribute to the overall weight of the syllable. Many languages have minimal
word requirements that are weight-sensitive; in these languages, the smallest
content word is a heavy syllable (McCarthy and Prince 1986, 1990, 1995a).
Finally, compensatory lengthening of a vowel triggered by loss of a coda con-
sonant can be analysed as preservation of the weight of the syllable; whenever
loss of a coda (or subset of codas) induces lengthening of the preceding vowel,
it is characteristically assumed that the lengthened vowel associates with the
weight unit originally linked to the lost consonant (Hock 1986; Hayes 1989).

The first result of the survey is that syllable weight observes a hierarchy,
where CVV is heaviest, followed by CV[+son], followed by CV[−son], and
finally by CV, as shown in (1) (see also Zec 1988).

(1) CVV > CV[+son] > CV[−son] > CV

For a given phenomenon, languages draw different cut-off points between
heavy and light syllables along this hierarchy. For example, Kiowa’s tonal
system makes the cut-off between CV[+son] and CV[–son], so that CVV and
CV[+son] are heavy, while CV[−son] and CV are light. The Yana stress sys-
tem, on the other hand, makes its cut between CV[−son] and CV, so that only
CV is light and all others are heavy. Crucially, a syllable is never heavier than
one to its left in the hierarchy.1

A second finding of the survey is that processes differ in their distribution
of weight criteria. This is shown in table 9.1, which depicts the number of lan-
guages displaying a given weight criterion for five of the six phenomena under
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Table 9.1. Weight criteria for different processes

Process

Syllable
Minimal Template

Stress Tone Metrics Word Restriction

Criterion CVV heavy 35 21 0 17 —
CVV, CVC heavy 40 3 16 80 53
CVV, CV[+son] heavy 3 25 0 0 2

discussion (compensatory lengthening is excluded since it is diagnostic for only
a single weight criterion, CVV, CVC heavy; see Gordon 1999 for discussion).
For reasons of space, table 9.1 is limited to the three most common criteria:
CVV heavy; CVV, CVC heavy; CVV, CV[+son] heavy. The distribution of
weight criteria for stress, which displays greater cross-linguistic diversity than
other phenomena, is discussed in section 5.1. The dash in table 9.1 indicates
that syllable template restrictions by their very nature are always sensitive to
the presence or type of coda consonant (since it is the presence of the coda
that diagnoses the restriction) and are thus unable to diagnose the CVV heavy
criterion. First, considering similarities between processes, poetic metrics and
syllable template restrictions either exclusively or almost exclusively observe
the CVV, CVC heavy criterion. This uniformity is perhaps less striking, how-
ever, when one considers that syllable template restrictions are intrinsically not
probative in diagnosing the CVV heavy criterion. Minimal word requirements
are heavily biased in favour of the CVV, CVC heavy criterion, though there are a
substantial minority of languages observing the CVV heavy criterion, unlike in
poetic metric systems. Stress systems are almost equally split between the CVV
heavy and the CVV, CVC heavy criteria, with a very small number of CVV,
CV[+son] heavy languages. Tone, on the other hand, rarely observes the CVV,
CVC heavy criterion and is almost equally divided between languages with the
CVV heavy criterion and those with the CVV, CV[+son] heavy criterion. Par-
ticularly instructive is the comparison of the CVV, CVC heavy and the CVV,
CV[+son] heavy criteria for stress and tone: the CVV, CV[+son] criterion is
quite common for tone but vanishingly rare for stress, whereas the converse is
true for tone. On the other hand, the CVV, CVC heavy criterion is strikingly
rare for tone, but is very common for stress. This distributional asymmetry be-
tween tone and stress will be attributed (in sections 4 and 5, respectively) to
differences in the phonetic factors underlying these phenomena.
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Differences in the distribution of weight criteria between different processes
can be examined statistically by means of a chi-square test, which assesses
differences between pairs of phenomena in the relative proportion of languages
displaying a given weight criterion. This test indicates that all pairs of phe-
nomena with the exception of poetic metrics and minimal word requirements
differ significantly from each other (at the p < .01 level) in their distribution
of weight criteria. Thus, comparison of the distribution of weight criteria for
different processes argues against the hypothesis that weight criteria are sen-
sitive to individual languages and not to individual processes. If weight were
primarily language driven we would not expect processes to differ as much as
they do in their cross-linguistic distribution of weight criteria.

It is also possible to test directly the standard assumption that weight cri-
teria are normally uniform for different processes within the same language,
by examining languages in the survey with more than one weight-sensitive
phenomenon. The most probative languages for testing the weight uniformity
hypothesis are those containing multiple weight-sensitive phenomena with dif-
fering cross-linguistic distributions in weight criteria, since any convergences
in weight criteria between processes with similar weight distributions could be
attributed to process-internal rather than language-internal consistency of cri-
teria. Thus, in virtue of the processes involved, we would a priori expect a high
degree of convergence in any pairwise comparison of criteria for metrics, syl-
lable template restrictions, and minimal word requirements in a given language
possessing at least two of these phenomena. This is in fact what we tend to find:
eight of nine languages with both weight-sensitive poetic metrics and a minimal
word requirement observe the same criterion, and all four languages with both
a weight-sensitive metrical tradition and a syllable template restriction observe
the same criterion.

Rather striking is the high degree of conflicting criteria between syllable tem-
plate restrictions and minimal word requirements: only seven of thirteen lan-
guages with both phenomena observe the same criterion, a finding that strongly
contradicts the weight uniformity hypothesis. The weight uniformity hypothesis
does not fare any better in other pairwise comparisons between phenomena in
individual languages. For virtually all other comparisons (stress vs tone, stress
vs syllable template restrictions, stress vs minimal word requirements, tone vs
metrics, tone vs minimal word requirements), agreement percentages hover at
or below 50 per cent (see Gordon 1999 for more discussion). If we compare
stress and tone, the focus of this chapter, we see that of the four languages in
the survey that allow coda consonants and that have both weight-sensitive tone
and stress, in two of them, Krongo (Reh 1985) and Cherokee (Wright 1996),
weight criteria for tone and stress agree (CVV heavy in both languages), while
in the other two, Classical Greek (Steriade 1991) and Lhasa Tibetan (Dawson
1980), weight criteria disagree. The only pairwise comparison that yields a
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relatively high level of language-internal consistency is the comparison of stress
and metrics, for which six of eight surveyed languages with both phenomena
agree in criteria (see Gordon 1999 for analysis of the tendency for stress and
metrical systems to observe similar weight criteria).

The upshot of the survey is that weight criteria do not tend to converge
any more than one would expect a priori by considering the cross-linguistic
distribution of weight criteria for different phenomena. A greater success level in
predicting weight criteria is thus achieved through consideration of the process-
internal distribution of weight criteria rather than through language-internal
comparison of weight criteria for different phenomena.

Given the divergence between different weight-sensitive phenomena in their
cross-linguistic distributions of weight criteria, it is natural to seek explanations
for weight in terms of factors relevant to the individual phenomena. Throughout
the rest of this chapter, we focus on weight-sensitive stress and tone (see Gordon
1999 for discussion of other phenomena), arguing that differences in their pho-
netic conditioning factors lead to different distributions in phonological weight
criteria for the two phenomena, that is, the frequent observance of the CVV,
CVC heavy criterion for stress and its corresponding rarity in tone systems,
contrasted with the frequent occurrence of the CVV, CV[+son] heavy criterion
in tone systems and its rarity in stress systems. The following section focuses
on the phonetic underpinnings of weight-sensitive tone; for further discussion
of this topic, see Zhang (this volume).

4 The phonetic basis for weight-sensitive tone

The physical correlate of tone is fundamental frequency, which is only present
in voiced segments (see Maddieson 1978 for cross-linguistic observations about
tone; see Beckman 1986, House 1990, and Moore 1995 for further discussion
of its perceptual correlates). In fact, the property that defines a voicing contrast
is the fundamental frequency: voiceless segments lack a fundamental, voiced
segments have one. Thus, the only type of segment on which tone may be
directly realised is a voiced one.2

Crucially, the fundamental frequency profile of a segment or syllable (and
hence its tonal profile) is cued not only by the fundamental itself but also by
the higher harmonics. This is because the harmonics occur at frequencies that
are multiples of the fundamental frequency; thus a signal with a fundamental
frequency of 200 Hz will have harmonics at 400 Hz, 600 Hz, 800 Hz, 1000 Hz,
and at 200 Hz increments thereafter. The presence of harmonics greatly en-
hances the salience of the fundamental frequency, and can even allow for re-
covery of the tone when the fundamental itself has been excised from the signal
(see House 1990 and Moore 1995 for review of the relevant psychoacoustic
literature).
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Figure 9.2 Narrowband spectrogram of voiced segments

While the relationship of harmonics to the fundamental in the frequency
domain is the same for all segments (harmonics occur at multiples of the fun-
damental), voiced segments differ in the intensity of their harmonics. Because
vowels typically have the most energy at higher frequencies, their higher har-
monics have greater intensity than those of consonants. Voiced sonorant con-
sonants also possess a fairly energetic harmonic structure relative to voiced
obstruents, but typically do not possess as intense harmonics as vowels. Never-
theless, the more crucial harmonics for the perception of the fundamental, the
low frequency harmonics (House 1990), are typically present in sonorants.

In contrast to sonorants, obstruents provide either minimal or no cues to fun-
damental frequency. Voiceless consonants, including obstruents, do not have a
fundamental or harmonics. In voiced obstruents, harmonics above the funda-
mental typically have very little energy; furthermore, the fundamental itself is
typically substantially less intense than in sonorants. The absence of a salient
harmonic structure in obstruents and the low intensity of the fundamental are
due to the narrow constrictions associated with obstruents. Thus, voiced obstru-
ents are inherently impoverished relative to voiced sonorants in terms of their
tonal salience. One would thus expect voiced obstruents to contribute little to
the ability of a syllable to carry a contour tone. This fact, taken together with the
inability of voiceless obstruents to carry tone, means that the class of obstruents
considered as a whole is quite poorly suited to supporting tonal information.3 A
further factor contributing to the characteristic weightless status of obstruents
in tonal weight is the relative rarity of languages with voiced coda obstruents.

The relative ability of different segment types to carry tone can be made
more vivid by considering a narrowband spectrogram of different types of
voiced segments in figure 9.2. Voiceless segments are not included since they
lack a fundamental and harmonic structure. In figure 9.2, the vowel has the
greatest number of visible harmonics above the fundamental (i.e. those with
sufficient intensity to show up in the narrowband spectrogram) and also the
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most intense ones (as reflected in the darkness of the harmonics). The sonorant
consonant also has a relatively rich harmonic structure and relatively intense
harmonics, though its harmonics are visibly fewer (again due to decreased
intensity at higher frequencies) and less intense than the vowel’s. Compared to
both the vowel and the sonorant, the voiced obstruent provides very little tonal
information: there are no continuous harmonics visible above the fundamental
and the fundamental itself is relatively weak in intensity.

The relative salience of tonal information realised on different segment types
offers an explanation for the distribution of weight-sensitive contour tone re-
strictions discussed earlier. Recall the implicational hierarchy of syllable types
that may bear contour tones: CVV is heaviest, followed by CV[+son], followed
by CV[−son], followed by CV. This hierarchy mirrors the phonetic hierarchy
of tonal salience in figure 9.2, under the assumption that contour tones require
a longer duration to be realised than level tones (see Zhang’s chapter). It is
thus crucial that not only the initial portion of the rhyme but also the latter
portion possess properties that will allow for recovery of the tonal information.
Thus, it is the second half of the long vowel in CVV and the coda consonant
in CV[+son] and CV[−son] that serve to differentiate them from each other
and from CV in terms of relative ability to carry a contour tone. The hierarchy
of syllable types discussed in section 3, CVV > CV[+son] > CV[−son] >

CV, thus reduces to a hierarchy characterising the relative ability of different
segment types able to support phonetically the latter portion of the contour: V >

R > O > Zero, (where the difference between O and zero is not particularly
robust; see the discussion earlier).

5 Weight-sensitive stress

Thus far, we have seen that processes differ in their cross-linguistic distributions
of various weight criteria and that these differences stem to a large extent from
differences in the phonetic conditioning factors that govern these processes.
Throughout the rest of the chapter, we will focus on weight-sensitive stress,
which provides an instructive contrast to weight-sensitive tone, both in terms
of its phonetic underpinnings and its resulting phonological distribution. Ex-
amination of weight-sensitive stress also demonstrates the importance of two
other elements in a complete analysis of weight. First, it illustrates the impor-
tant notion (not only for stress, but also for other weight-sensitive phenomena)
that weight is guided not only by considerations of phonetic effectiveness but
also by principles of phonological simplicity. Second, it will be shown that
language-specific differences in weight criteria for a single phenomenon can
be attributed to phonetic differences, which are in turn linked to differences be-
tween languages with respect to other phonological properties such as syllable
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Table 9.2. Summary of representative weight distinctions

Weight distinction No. of languages Example language

CVV heavy 43 Khalkha
CVV, CVC heavy 43 Yana
CVV, CV[+son] heavy 4 Kwakw’ala
Low V heavy 5 Yimas
Non-high V heavy 3 Komi Jaz’va
Short-central V light 15 Javanese

structure. The relevance of phonological simplicity will be introduced first, in
the following section.

5.1 The role of structural simplicity in syllable weight

An interesting feature of syllable weight is the recurrence of relatively simple
and symmetrical weight criteria in language after language. To take an example
from stress, many languages treat all syllables containing long vowels as heavy
(e.g. Khalkha Mongolian), whereas others treat all syllables with branching
rhymes, that is, CVV and CVC, as heavy (e.g. Yana). Still others treat all sylla-
bles containing a certain vowel quality as heavy (e.g. full vowels in Javanese and
low vowels in Yimas). However, we do not find languages with very complex
and asymmetrical criteria, even if such criteria might be plausible on purely pho-
netic grounds. Possible examples would be languages in which long-voweled
syllables and those containing low vowels are heavy, or languages in which low
vowels followed by a sonorant coda are heavy. An intuitive explanation for the
absence of such hypothetical phenomena is that they are phonologically too
complex. A major part of the theory of weight proposed here is a limitation on
the structural complexity of the available distinctions; the choice of the most
phonetically effective distinctions is made only from among the simpler criteria
(see Hayes 1999 for similar claims about post-nasal voicing).

Despite its intuitive relevance, defining structural complexity is a very diffi-
cult issue. What follows is one proposal that is fully explicit and matches well
with my survey data; other possibilities surely exist and remain to be explored.

As a starting point in the discussion of complexity, it is useful to consider in
table 9.2 some representative weight distinctions (and the number of languages
instantiating them) from the survey of weight-sensitive stress systems in Gordon
1999. The set of weight distinctions observed by phenomena other than stress
is a subset of those found in stress systems; thus, a definition of complexity
that is adequate for stress will also suffice for other processes. Complex weight
hierarchies can be decomposed into a series of binary weight distinctions. For
example, the CVV > CVC > CV hierarchy found in Klamath (Barker 1964)
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a. CVV heavy b. CVV, CVC heavy c. Nonhigh V heavy  

Heavy =  [ X X ]R Heavy =  [ X X ]R  Heavy =  [ X ]R 

[+syllabic]      [—high]   [+syllabic] 

d. CVV, CV[+son] heavy e. Low V Heavy f. Short-central V light  

Heavy =  [ X X ]R Heavy =  [ X ]R  Heavy =  [ X ]R 

[+sonorant]     [+low]   [+syllabic]  [+syllabic] 

Figure 9.3 Representative weight distinctions

and Chickasaw (Munro and Willmond 1999; Gordon 1999) consists of two
weight distinctions: CVV > {CVC, CV} and {CVV, CVC} > CV.4

Let us now consider some phonological predicates that define heavy and light
syllables for the distinctions in table 9.2. The overall goal of this endeavour
will be to provide representations that offer a means of characterising weight
distinctions. A theory-neutral notion of weight unit is assumed here, with all
segments in the rhyme receiving one weight unit, except for phonologically
light central vowels, which are assumed, following Kager (1990), to lack their
own weight unit in virtue of their extremely short phonetic duration.5 Figure 9.3
depicts representations characterising the set of heavy syllables for the weight
distinctions in table 9.2. The representations in figure 9.3 define the set of heavy
syllables in a language and serve to differentiate them from the light syllables.
For example, according to the CVV heavy criterion, all syllables containing at
least two syllabic timing positions in the rhyme are heavy. Most of the other
representations in figure 9.3 are straightforward, with the possible exception
of (f). Adopting the assumption that short-central vowels lack a weight unit of
their own, this distinction treats a syllable containing a syllabic timing position
as heavy.

Given the representations in figure 9.3, we can hypothesise about the upper
limit of formal complexity tolerated by weight distinctions. Most weight dis-
tinctions refer only to non-place predicates, that is, timing units and non-place
features. The two distinctions that refer to place refer to a place feature linked
to a single timing unit. There are no distinctions that refer to a place feature
linked to more than one timing unit, as in a hypothetical distinction which treats
long low vowels as heavy6 or one which treats long non-high vowels as heavy.
Given the set of distinctions in figure 9.3, I thus offer the following definition
of complexity as a working hypothesis: a weight distinction is too complex if it
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refers to more than one place predicate. I also assume that weight distinctions
that require disjoint representations of the heavy syllables are complex, even if
they only refer to a single dimension. Thus, for example, a weight distinction
that treats long vowels and syllables closed by a lateral as heavy is complex,
since there is no single representation of the syllable that encompasses both
long vowels and syllables closed by a lateral. This is because long vowels con-
tain no [+lateral] timing positions; there is thus no way for the second timing
position in the rhyme to be both simultaneously [+lateral] and [+syllabic].7

The definition of complexity is formalised in (2).8

(2) Definition of complexity: A weight distinction is complex iff
It refers to more than one place predicate.

or
It makes reference to disjoint representations of the syllable.

This definition of complexity also allows for other sporadically attested
weight distinctions not in table 9.2 (see Gordon 1999, 2002 for discussion). As
we will see in the phonetic case studies in section 5.8, the notion of phonologi-
cal simplicity plays an important role in eliminating certain weight distinctions
from the set of a priori logically possible weight distinctions, many of which
are phonetically very effective.

5.2 Phonetic effectiveness and weight-sensitive stress

In this section, I examine the importance of phonetics in guiding the language-
specific choice of weight criteria for weight-sensitive stress. I will argue that
languages choose their weight distinctions in order of phonetic effectiveness
from among the phonologically simple ones.

Phonetic effectiveness may be defined as the degree to which a particular
weight division separates syllables into two maximally distinct groups. In other
words, the most effective division of syllables has heavy and light syllables
which are most different from each other along some phonetic dimension.

The motivation for this metric of phonetic effectiveness is perceptual. It is
hypothesised that languages prefer to rely on weight distinctions based on the
largest phonetic differences, since distinctions based on larger phonetic differ-
ences are easier to perceive and thus to learn than distinctions based on smaller
differences. Furthermore, distinctions relying on relatively large phonetic dif-
ferences are plausibly easier to deploy, since they harmonise with inherent
phonetic prominence. Phonetic and perceptual distinctness (or conversely, lack
of distinctness) have been argued to play an important role in phonology in
such diverse areas as the construction of segment inventories that maximise the
phonetic space (cf. Liljencrants and Lindblom 1972; Lindblom 1986), neutrali-
sation processes eliminating phonetic contrasts which are difficult to implement
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in a perceptually salient manner (Flemming 1995; Steriade 1999), and phono-
logical processes that strive to preserve or create maximally distinct segments
or combinations of segments (Flemming 1995, this volume).

Although the discussion of phonetic effectiveness is couched here within
the context of weight-sensitive stress, considerations of phonetic effectiveness
may also be assumed to guide choices in weight criteria for tone as well. The
only difference between the two phenomena is in the phonetic dimension along
which potential weight criteria are evaluated. For tone, I hypothesise that the
relevant dimension is the energy found in the sonorant portion of the syllable,
whereas, for stress, it is the energy profile of the entire rhyme that is relevant
(see Gordon 2001 for discussion and data).

In the present study, phonetic effectiveness was examined along two phonetic
dimensions: the duration of the syllable rhyme and the energy of the syllable
rhyme. The procedures for measuring duration and energy, and the languages
and corpora from which measurements were made, are discussed in sections
5.3–5.7. Results are presented in section 5.8.

5.3 Languages

Six languages displaying various weight distinctions for stress were investi-
gated. Languages were chosen that represented a cross section of attested weight
distinctions (Gordon 1999). This chapter will consider results from three lan-
guages, one employing the CVV heavy criterion (Khalkha), one with the CVV,
CVC heavy criterion (Finnish), and one observing the three-way hierarchy
CVV > CVC > CV (Chickasaw). The CVV heavy and the CVV, CVC heavy
criteria are the two most common criteria for stress; the hierarchy CVV >

CVC > CV is the most common three-way distinction. Results for Khalkha,
Finnish, and Chickasaw are similar to those found in other languages, data for
which is found in Gordon 1999, 2002.

5.4 Corpora

A corpus of two-syllable words of the form (C)V(�)C.CV(C) was constructed
for each language, varying the rhyme of the first syllable, which was the target
syllable, and keeping the vowel in the other syllable constant. Within each
language, the first syllable was either phonologically stressed for all words
in the corpus (Khalkha and Finnish), or was phonologically unstressed for all
words (Chickasaw). The second syllable had the opposite stress level of the first
syllable, that is, unstressed in Khalkha and Finnish, and stressed in Chickasaw.
By keeping stress uniform for all target syllables, a difference in stress level
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Table 9.3. Vowels and codas measured for
Chickasaw, Khalkha, and Finnish

Language Vowels and codas measured

Chickasaw a, i, a�, i�, m, n, l, ʃ, �, b, k
Khalkha ɑ, u, ɑ�, u�, m, n, l, r, s, ʃ, x, k, g
Finnish ɑ, i, u, ɑ�, i�, u�, m, l, r, s, t

between different syllable types was eliminated as a potential confounding
factor. The rhymes appearing in the first syllable were varied according to
the vowel quality and length (if long vowels occurred in the language) of the
syllable nucleus. Three vowel qualities were examined: /i, u/ and a low vowel,
either /a/ or /ɑ/. Rhymes containing /i/ were not measured in Khalkha due to
confounds created by the vowel harmony system. Rhymes containing /u/ were
not measured for Chickasaw due to the absence of this vowel in the inventory.
In order to create a more manageable data set for measurement, diphthongs
and mid vowels were not examined in any of the languages; thus, the phonetic
basis for weight distinctions between long vowels and diphthongs and between
mid vowels and other vowel qualities was not examined experimentally. Short
vowels were examined in both open syllables and syllables closed by various
coda consonants. The set of coda consonants and the vowels examined for each
language is listed in table 9.3.

5.5 Measurements

Recall from section 4 that weight-sensitive tone is claimed to be sensitive to
the energy profile of the sonorant portion of the syllable rhyme. The phonetic
underpinnings behind weight-sensitive stress are not as transparent as those
underlying tone, however, as stress is often associated with multiple acoustic
properties.

For the present study, duration and energy were targeted as phonetic di-
mensions for investigation because they are closely linked to the realisation of
stress in many languages: both increased energy (along with its perceptual cor-
relate, loudness) and duration are common phonetic correlates of stress. In many
languages, stressed syllables are either longer or louder than unstressed sylla-
bles, or are both longer and louder than unstressed syllables. The correlation
between stress and increased duration and/or loudness has been experimen-
tally shown for many languages, including English (Fry 1955; Beckman 1986),
Polish (Jassem et al. 1968), Mari (Baitschura 1976), Indonesian (Adisasmito-
Smith and Cohn 1996), Dutch (Sluijter and van Heuven 1996), and so on and
has been impressionistically noted for many other languages.
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Six to eight tokens of each word were recorded from one speaker of each
language. Words were read in random order and appeared in a carrier phrase.
Data were digitised at 16 kHz using the Kay Computerised Speech Lab. Two
measurements were made for each rhyme: duration, and a measure that may
be termed total perceptual energy: the integration of energy over time in the
perceptual domain.

A measure of total energy rather than average intensity is most relevant for
testing the link between energy and weight-sensitive stress, since psychoacous-
tic experiments suggest that the ear integrates intensity and time over durations
of the magnitude common for syllables in natural speech (see Moore 1995 for
a review of the relevant literature).

The procedure for measuring total perceptual energy was as follows. First, in
order to control for token-to-token variation in speaking level, average ampli-
tude (RMS) in decibels for each target vowel and the following coda consonant
(if any) was calculated relative to a reference vowel. This reference vowel,
which was the vowel in the other (non-target) syllable, was kept constant for
each set of comparisons. Second, the average amplitude of each segment in the
target rhyme was converted to a value representing perceived loudness rela-
tive to the vowel in the second syllable. Perceived loudness was computed on
the basis of Warren’s (1970: 1399) results in experiments designed to measure
relative perceived loudness of tones. While Warren’s results are based on a
different type of stimulus than real speech, they serve as a reasonable and also
tractable estimate of the relationship between acoustic energy and perceived
loudness. Third, the relative loudness value for each segment was multiplied
by the duration of the segment to yield a total energy value for the segment.
Finally, if the rhyme contained a coda, total energy values for the vowel nu-
cleus and the coda were added together, yielding a total energy value for the
rhyme.

5.6 Phonetic evaluation of potential weight criteria

Along the two phonetic parameters of duration and total energy, the syllables
measured in a given language were bisected in a number of different ways, with
each bisection representing a different formal weight criterion. In determining
the phonetic effectiveness of different weight distinctions, the goal was to test
all reasonable distinctions against the phonetic data. A total of fifty-five weight
distinctions were tested, though not all weight distinctions could be tested in
every language due to gaps in the inventory of syllable types in certain lan-
guages. Furthermore, in some cases, two different distinctions provided the
same division of the data. Thus, for example, distinctions based on the voicing
of the coda and those based on the sonorancy of the coda divide the data in the
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same way for Finnish, as the only sonorants in Finnish are voiced and the only
coda obstruents in Finnish are voiceless.

The tested weight distinctions were based on several phonological param-
eters, including duration (i.e. one vs more than one timing position) and the
features ([high]/[low] for vowels, and [coronal], [dorsal], [labial], [voice],
[sonorant], and [continuant] for consonants). In addition, the distinction be-
tween CVVC (superheavy) and other syllables was tested in Chickasaw.

5.7 A quantitative metric of phonetic effectiveness

For the parameters of duration and total energy, distinctions were compared
in a three-step process. First, a one-factor analysis of variance was performed,
treating rhyme type (e.g. /an/, /am/, /is/, /uk/, etc.) as the independent variable,
and duration and energy as the dependent variables. The purpose of this initial
analysis was merely to determine whether syllable type had an effect on duration
and energy values.

The second step was to compare the mean values for heavy and light sylla-
bles for each weight distinction. Weight distinctions for which the means for
heavy and light syllables were most divergent were deemed to be the most
effective weight distinctions. Because they are not dependent on number of
tokens, differences in means were used to determine the relative effectiveness
among the weight distinctions. The metric of phonetic effectiveness adopted as
a differentiator of weight criteria is summarised in (3).

(3) Definition of phonetic effectiveness
Weight distinction x is more effective than weight distinction y if the dif-
ference between the mean energy of heavy syllables and the mean energy
of light syllables for distinction x is greater than the difference between the
mean energy of heavy syllables and the mean energy of light syllables for
distinction y.

The final step in evaluating the phonetic effectiveness of different weight dis-
tinctions was to perform a discriminant analysis for each distinction to determine
how well it sorted syllables into heavy and light groups. Each weight distinc-
tion was treated as a categorical variable with two values: one for light syllables
and another for heavy syllables. Significance levels and Wilkes’ lambda values
for each weight distinction were examined to determine how reliable various
weight distinctions were in differentiating heavy and light syllables. Lower
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Wilkes’ lambda values generally indicate greater robustness in the statistical
difference between heavy and light syllables.9

5.8 The link between energy and language-specific weight distinctions

In this section, the results of the phonetic study of the link between duration and
energy and phonological weight are presented. Strikingly, there was a very close
overall association between weight criteria and energy. Phonological weight
distinctions chosen by languages were the ones that were phonetically most
effective along the energy dimension. Duration, on the other hand, was a less
effective predictor of certain weight criteria than energy. For this reason, the
results of the energy study are presented first in sections 5.8.1–5.8.3; discussion
of duration is deferred to section 5.9.

5.8.1 Chickasaw: CVV > CVC > CV Let us begin with Chickasaw (Munro
and Willmond 1999; Gordon 1999); a language that makes a ternary weight
distinction of the CVV > CVC > CV type, the most common three-way weight
hierarchy.

Because it possesses more than a binary weight distinction, Chickasaw pro-
vides a relatively tough testing ground for establishing an association between
energy and syllable weight. As a first step, an analysis of variance was conducted
to determine whether rhyme type had a significant effect on energy values. This
ANOVA indicated a highly significant effect of rhyme type on energy values:
F (21, 153) = 15.215, p < .0001. In table 9.4, the relative effectiveness of dif-
ferent weight distinctions in Chickasaw is compared. Distinctions are ordered
by phonetic effectiveness, with the more effective distinctions (as described in
section 5.7) on top. Mean values are normalised as a ratio relative to the top-
ranked distinction, which is assigned an arbitrary value of 100. For example,
a weight distinction with a value of 50 in table 9.4 has a 50 per cent smaller
difference in energy between heavy and light syllables than the top-ranked dis-
tinction. Table 9.4 also includes Wilkes’ lambda values and significance levels
according to the discriminant analyses.

Note that all of the ties in table 9.4 between two weight distinctions are the
result of two weight divisions completely overlapping. For example, the first
two distinctions in the column of complex distinctions, the distinction between
long low vowels and other rhymes (i.e. /a�/ heavy) and the distinction between
long back and long low vowels and other rhymes (i.e. /a�/ and /u�/ heavy),
are equivalent for the data set examined, since Chickasaw does not have a
long /u�/. Equivalent weight distinctions of this sort are surrounded by brack-
ets. The boldfaced distinctions are the ones actually employed in Chickasaw.
Due to space constraints, only those complex distinctions that are superior to
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Table 9.4. The most effective weight distinctions in Chickasaw

Simple Complex

Distinction Diff W-� p-val. Distinction Diff W-� p-val.

{ /a�/ heavy
/a�, u�/ heavy

100
100

.657

.657
.0000
.0000

}

{ VV heavy 80.6 .603 .0000 /a�, i�/ heavy 80.6 .603 .0000 }
VV, a[+son] heavy 73.3 .581 .0000
VV, a[+nas] heavy 72.5 .613 .0000
V, hiV[+dor] light 71.6 .796 .0000

VV, VC heavy 71.5 .862 .0000
VVC heavy 67.8 .799 .0000
VV, V[+son] heavy 64.8 .661 .0000
VV, V[+voi] heavy 56.3 .760 .0000
VV, V[+cont] heavy 55.9 .747 .0000
VV, V[−nas] heavy 31.7 .934 .0006
+low V heavy 17.7 .975 .0351

at least one of the actual phonological distinctions are listed in table 9.4, and
in subsequent tables for other languages. All of the simple distinctions af-
ter the phonological ones are listed in order of relative phonetic effectiveness
according to differences between means. Note the following abbreviations in
table 9.4 and subsequent tables: [+voi] represents a voiced consonant, [−voi]
a voiceless consonant, [+cont] a continuant, [−cont] a non-continuant, [+nas]
a nasal, [−nas] a non-nasal, [+lab] a labial, [−lab] a non-labial, [+cor] a coro-
nal, [−cor] a non-coronal, [+dor] a velar and [−dor] a non-velar. Strikingly,
the two phonetically most effective weight distinctions among the simple dis-
tinctions are precisely the ones exploited by the phonology of Chickasaw. The
optimal simple distinction singles out the heaviest member of the weight hierar-
chy, CVV, while the second best simple distinction designates the two heaviest
syllable types in Chickasaw (CVV, CVC). The three-way phonological hier-
archy thus results from the combination of the top two phonetic distinctions.
The Chickasaw data thus provide strong evidence for a match between syllable
weight and the phonetic property of energy.

The Chickasaw data also provide corroboration for the importance of phono-
logical simplicity in syllable weight. Six of the top eight weight distinctions
are ruled out only by virtue of their complexity. If simplicity did not play a
role in the phonology of weight, one would incorrectly expect the phonology to
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Table 9.5. The most effective weight distinctions in Khalkha

Simple Complex

Distinction Diff W-� p-val. Distinction Diff W-� p-val.

VV, a[+nas] heavy 100 .635 .0000
VV, a[+lab] heavy 99.1 .708 .0000

VV heavy 89.7 .832 .0000
VV, VC heavy 48.1 .949 .0047
VV, V[+son] heavy 43.9 .879 .0000
VV, V[+voi] heavy 38.8 .906 .0001
VV, V[+cont] heavy 13.9 .988 .1769
VV, V[−nas] heavy 13.5 .991 .2398
+low V heavy 11.9 .991 .2441
VV, V[−son] heavy 2.9 .999 .7770

observe the Ca� heavy criterion. One would also incorrectly predict several other
complex weight distinctions to surface before the CVV, CVC heavy criterion.

5.8.2 Khalkha: CVV heavy Unlike Chickasaw, Khalkha Mongolian ob-
serves a simple binary weight distinction for stress, that is, CVV is heavy
(Bosson 1964; Walker 1995). An analysis of variance indicated a highly signif-
icant effect of syllable type on energy: F (21, 132) = 5.857, p < .0001. Individual
distinctions are compared in table 9.5. Table 9.5 shows that the phonological
weight distinction between CVV and other rhymes is the phonetically most
effective distinction among the structurally simple weight distinctions. There
are only two distinctions that are superior phonetically to the actual phono-
logical distinction: CVV, a[+nas] heavy and CVV, a[+lab] heavy; however,
both of these distinctions are structurally complex, since the heavy syllables
in both distinctions cannot be united in a single representation. Thus, Khalkha
provides evidence both for a link between syllable weight and total energy, and
also the importance of phonological simplicity in the determination of syllable
weight.

5.8.3 Finnish: CVV, CVC heavy The Finnish stress system treats both
CVV and CVC as heavy (Sadeniemi 1949) for purposes of determining sec-
ondary stress. An analysis of variance found a highly significant effect of sylla-
ble type on energy values: F (21, 149) = 34.300, p < .0001. Table 9.6 lists the
relative phonetic effectiveness of different weight distinctions in Finnish.

As table 9.6 shows, the link between energy and phonology is quite strong, as
in other languages: the phonological weight distinction is also the most effective
distinction phonetically, tied only with a number of complex distinctions.
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Table 9.6. The most effective weight distinctions in Finnish

Simple Complex

Heavy Diff W-� p-val. Heavy Diff W-� p-val.







VV, VC heavy 100 .431 .0000 V, hiV[+dor] light
V, V[+dor] light
VV, V[−dor] heavy

100
100
100

.431

.431

.431

.0000

.0000

.0000
hiV in open �light 99.5 .604 .0000

VV, V[+son] heavy
VV, V[+voi] heavy

62.6
62.6

.555

.555
.0000
.0000

VV, V[+cont] heavy 57.2 .628 .0000
VV heavy 53.8 .836 .0000
VV, V[−nas] heavy 52.8 .736 .0000
−back V heavy 12.0 .985 .1161
+low V heavy 1.1 1.00 .8872

5.8.4 The phonetics of syllable weight: a summary The experimental data
in the preceding sections indicate a number of important facts. First, in all of the
languages with weight-sensitive stress, the phonological weight distinction(s)
are also the phonetically most sensible of the simple distinctions. This is true
not only of languages with binary weight distinctions like Finnish and Khalkha,
but also Chickasaw, which observes a three-way weight hierarchy. These data
suggest a strong link between the phonology of weight-sensitive stress and a
measure of total energy.

Although space constraints do not permit showing all the data here, a simi-
larly good fit between phonetic effectiveness and phonological weight obtained
for other languages examined in the phonetic study (see Gordon 1999, 2002
for details). In addition, differences in the language-specific choices in weight
criteria for phenomena other than stress turn out to be correlated with language-
specific phonetic properties, along different phonetic dimensions than the en-
ergy dimension. For example, language-specific differences in weight criteria
for tone are associated with differences in sonorous duration, whereas differ-
ences in weight criteria for syllable template restrictions appear to be corre-
lated with differences in rhyme duration, that is, syllable template restrictions
reflect an upper limit on the total duration of the rhyme. The interested reader is
referred to Gordon 1999 for discussion of the phonetic motivations behind these
and other weight-sensitive phenomena.

An equally important fact emerging from the data is that syllable weight is not
sensitive only to phonetic properties. Rather, phonological simplicity plays an
important role in Chickasaw and Khalkha in filtering out weight distinctions that
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Table 9.7. Effectiveness of simple weight distinctions in terms of duration

Chickasaw Khalkha Finnish
Weight distinction
Heavy Diff. Rank Diff. Rank Diff. Rank

CVV heavy 14.4 7 2.3 6 22.3 6
CVV, CVC heavy 101.2 1 76.3 1 95.5 1
CVV, V[+son] heavy 23.5 6 −6.1 5 39.7 4t
+low V heavy 8.6 8 −1.3 7 10.0 7
−back V heavy NA NA NA NA 1.3 8
CVVC, CVCC heavy 30.3 4 NA NA NA NA
CVV, V[+voi] heavy 28.8 5 −9.2 4 39.7 4t
CVV, V[+cont] heavy 32.6 3 26.3 3 44.9 3
CVV, V[−nas] heavy 35.6 2 33.4 2 46.1 2

may be phonetically quite effective but nevertheless are too complex. Thus, the
overall picture that emerges is that syllable weight is the result of compromise
between achieving the often conflicting goals of constructing a phonetically
sensible grammar that also manipulates a relatively simple set of phonological
predicates.

5.9 The relationship between duration and syllable weight

Section 5.8 demonstrated that a measure of integrated energy lines up quite
closely with phonological weight in a number of languages with different weight
distinctions. Duration was also examined in the languages studied, but unlike
energy, it often failed to match with phonological weight.

In table 9.7, the effectiveness of the simple weight distinctions in the dura-
tion domain is considered. Complex weight distinctions are not considered in
table 9.7, as they are eliminated from consideration independently of phonetic
effectiveness. The difference (in milliseconds) between the means for heavy
and light rhymes according to each distinction appears along with a ranking in-
dicating the effectiveness of a given weight distinction relative to others. Thus,
the first-ranked weight distinction is the most effective one, followed by the
second-ranked one, and so on. The weight distinction(s) actually employed by
the phonology of a given language is indicated by boldface. Ties in ranking are
indicated by a lowercase ‘t’ in the rank column.

The CVV, CVC heavy distinction is the most effective distinction in all lan-
guages examined. This includes languages in which this distinction is actually
employed (Finnish and Chickasaw), as well as languages that employ different
weight distinctions (Khalkha). The CVV, CVC heavy is thus phonetically quite
an effective distinction from a durational standpoint.
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However, other phonological weight distinctions do not provide as good a
phonetic fit in terms of duration. For example, the distinction according to
which CVV but not CVC is heavy is ranked far behind the CVV distinction
in all languages, including one that exploits the CVV distinction but not the
CVV, CVC heavy distinction: Khalkha. In Khalkha, the CVV vs CVC, CV
distinction divides syllables into two groups whose means differ from each
other by only 2.3 ms. Furthermore, in another language that exploits both the
CVV heavy and the CVV, CVC heavy distinctions (Chickasaw), the CVV
heavy distinction is surpassed by several other weight distinctions that do not
emerge in the phonology. In summary, the duration data fits well with the CVV,
CVC heavy criterion, but does not provide a good fit with the CVV heavy
criterion.

5.10 The influence of phonological structure on phonetic variation

In section 5.8, evidence for a close match between phonological weight for
stress and a phonetic measure of energy was presented. What has not yet been
explored in the context of weight-sensitive stress is the directionality of the
relationship between phonetics and phonology. Thus, one may ask whether lan-
guages tailor their stress systems to fit their phonetic characteristics or whether
languages adapt certain phonetic patterns to maximise the phonetic effective-
ness of their weight systems. A third and intermediate possibility is that both
systems influence each other.

Weight-sensitive stress provides arguments for an integrated model of the
phonology/phonetics relationship whereby one aspect of phonological struc-
ture influences phonetic properties which in turn influence another phono-
logical phenomenon. One of these arguments will be considered in detail in
section 5.10.1. Further evidence for this phonology/phonetics relationship is
considered in Gordon 1999, 2002.

5.10.1 The function of syllable structure in language specificity of weight
criteria Results of the present study suggest that a basic phonological property
of a language, its syllable structure, can trigger phonetic differences between
languages which in turn lead to variation in weight criteria. Some of the relevant
data demonstrating the effect of syllable structure on the phonetic dimension un-
derlying weight-sensitive stress come from comparison of languages observing
the CVV heavy criterion for stress and those displaying the CVV, CVC heavy
criterion for stress. The exemplar language in this chapter for the CVV heavy
criterion is Khalkha, while Finnish employs the CVV, CVC heavy criterion. As
has been shown, for both languages, the phonological weight criterion is also
the phonetically most effective of the simple weight distinctions.
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Interestingly, Khalkha differs from Finnish not only in terms of weight crite-
rion, but also in terms of its inventory of coda consonants. Let us consider the
difference along two dimensions: the number of permissible voiceless codas
relative to the number of permissible voiced codas, and the number of obstru-
ent codas relative to the number of sonorant codas. The reasons for examining
voicing and sonorancy will become apparent shortly.

Both the voiceless-to-voiced ratio and the obstruent-to-sonorant ratio for
codas is much larger in Khalkha than in Finnish. This structural difference
can be seen just by comparing the set of attested voiced codas and voiceless
codas in the target languages, without weighing their relative lexical frequen-
cies; for example, if one assumes that all codas (excluding recent loans) are
weighted equivalently whether they occur in 10 words or 100 words. Thus,
what is claimed to be relevant here is the type frequency, and not necessarily
the token frequency. According to Poppe (1951), Khalkha has the following in-
ventory of coda consonants, including codas that are clearly phonemic and those
that are allophonic: [p, t, ts, tʃ, kj, k, s, ʃ, x, m, n, ŋ, l, r, b, �]. If one splits this
inventory along the voicing dimension, there are slightly more voiceless codas
than voiced codas: nine voiceless codas, [p, t, ts, tʃ, kj, k, s, ʃ, x], as compared
to seven voiced codas, [m, n, ŋ, l, r, b, �]. Divided along the sonorancy dimen-
sion, there are eleven obstruent codas, [p, t, ts, tʃ, kj, k, s, ʃ, x, b, �], and five
sonorant codas, [m, n, ŋ, l, r]. Finnish has five sonorant codas, all of them voiced
[m, n, ŋ, r, l], and four obstruent codas, all of them voiceless [s, p, t, k].10

The reason sonorancy and voicing are relevant to the present discussion is that
differences between segments along these dimensions are reliably associated
with differences in energy. Sonorants characteristically have greater energy
than obstruents and voiced sounds typically have greater energy than voiceless
sounds, all else being equal. Although these generalisations are not without
exception, sonorancy and voicing are two of the best, if not the best, features
for predicting energy values. If one considers the energy of CVC syllables as
a whole, CVC will, all else being equal, have greater energy if a larger set of
the coda consonants are voiced rather than voiceless. Similarly, CVC will have
greater energy if a larger set of the coda consonants are sonorants rather than
obstruents. This argument of course adopts the assumption made above that all
coda consonants are weighted equally in the calculation of energy for CVC as
a whole.

Following this line of reasoning, CVC in Khalkha would be expected to
have less energy than in Finnish, since Khalkha has both a greater obstruent-to-
sonorant ratio and a greater voiceless-to-voiced ratio of coda consonants than
Finnish. This hypothesis can, in fact, be tested by examining the energy of
CVC relative to both CV and CVV in Khalkha and Finnish. The Khalkha data
includes three sonorant codas (m, r, l) and five obstruent codas (s, ʃ, x, k, �).
Considered along the voicing dimension, four voiced consonants (m, r, l, �) and
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Figure 9.4 Energy values for CV, CVC, and CVC in Khalkha and Finnish

four voiceless consonants (s, ʃ, x, k) were included. The Finnish data includes
three sonorant codas, all of them voiced (m, r, l), and two obstruent codas,
both of them voiceless (s, t). The corpus for the two languages thus roughly
reflects differences between the two languages in the type frequency of voiced
relative to voiceless consonants and in the type frequency of sonorants relative
to obstruents.

Given the differences in the set of codas examined for Finnish and Khalkha,
one would also expect differences in the energy of CVC relative to CVV and
CV between the two languages. In particular, CVC should be closer to CVV in
energy in Finnish than in Khalkha. Conversely, CVC should be closer to CV in
Khalkha than in Finnish. This hypothesis is tested in figure 9.4, which contains
energy values for CVV, CVC, and CV in Khalkha and Finnish.

As predicted, CVC is closer in energy to CV than CVV in Khalkha, whereas
CVC is closer to CVV than to CV in Finnish. This result corresponds to the
difference in the weight of CVC in the two languages. In Khalkha, CVC is light,
whereas in Finnish, CVC is heavy. The overall picture that thus emerges is that
one language-specific aspect of the phonological system, syllable structure,
leads to phonetic differences between languages, which in turn are responsible
for differences in weight criteria. Positing this link between structural properties
and syllable weight via the intermediary of phonetics makes the interesting pre-
diction that weight distinctions are at least partially predictable if one considers
the syllable structure of a language.

This prediction can be tested by examining the inventory of coda consonants
in other languages employing either the CVV heavy or the CVV, CVC heavy
distinctions for stress. The account given here would predict that languages
with the CVV heavy criterion should have a greater obstruent-to-sonorant coda
ratio and/or a greater voiceless-to-voiced coda ratio than languages employing
the CVV, CVC heavy criterion.
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This hypothesis was tested by examining the set of coda consonants for
languages in Gordon’s (1999) survey which observe either the CVV heavy or
the CVV, CVC heavy criteria for stress and which possess both closed syllables
and either long vowels or diphthongs. The inventory of codas was examined
for a total of sixty-two languages. The results, which are presented in greater
detail in Gordon 1999 are summarised here. Of these sixty-two languages, in
twenty-three, both the sonorant-to-obstruent ratio and the voiced-to-voiceless
ratio are less than one, and in twenty-four, both the sonorant-to-obstruent ratio
and the voiced-to-voiceless ratio are at least one.

Strikingly, of the twenty-three languages in which both the sonorant-to-
obstruent ratio and the voiced-to-voiceless ratio are less than one, twenty-two
employ the CVV heavy criterion, just as predicted by the hypothesis that weight
is ultimately determined in large part by coda inventory. The only exceptional
language is Yana (Sapir and Swadesh 1960), which has the CVV, CVC heavy
criterion yet has sonorant-to-obstruent and voiced-to-voiceless ratios of less
than one. Conversely, of the twenty-four languages in which both the sonorant-
to-obstruent ratio and the voiced-to-voiceless ratio are at least one, all but four
observe the CVV, CVC heavy criterion, again as predicted. A chi-square test,
in which languages were coded categorically as either containing sonorant-to-
obstruent and voiced-to-voiceless ratios of less than one or containing sonorant-
to-obstruent and voiced-to-voiceless ratios of at least one, confirmed that the
close link between coda inventory and weight is not due to chance: � 2 = 29.644,
p < .0001.

Future research should investigate the extent to which phonological weight
criteria are the phonetically most effective in languages that are exceptional in
either their voiced-to-voiceless coda ratio or their sonorant-to-obstruent coda
ratio, or, even more importantly, languages that are exceptional along both
dimensions (e.g. Yana). As far as the present research is concerned, though, it is
striking that coda inventories serve as an excellent predictor of weight criteria,
as predicted by the proposed account in which syllable weight is ultimately
dependent on syllable structure.

In summary, data presented in this section suggest that coda inventory plays
an important role in establishing phonetic patterns which in turn are responsible
for language-specific choices in weight criteria for stress.

6 A constraint set for weight-sensitive stress

Thus far, we have seen that the phonological weight distinctions in languages
are those that are both phonetically effective and structurally simple. Discussion
of the formal representation of weight-based stress has been kept to a minimum
thus far, used only in the discussion of structural complexity in section 5.1.
In this section, I explore the way in which phonetic conditioning factors can
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be incorporated into a formal theory of weight. The discussion here will focus
on stress, though a similar relationship between phonetic effectiveness and
the formal analysis of weight obtains for other weight-sensitive phenomena,
with the dimensions along which phonetic effectiveness is calculated differing
between phenomena (Gordon 1999). Before proceeding, a caveat is necessary.
The present proposal is not intended to be a comprehensive metrical theory,
which although an integral part of a complete account of syllable weight, goes
well beyond the scope of this chapter.

The model I briefly sketch here as a formalism for syllable weight is couched
within an Optimality-Theoretic framework and follows work by Prince and
Smolensky (1993), Kenstowicz (1994) and others in which much of the burden
of phonology is shifted from representations to constraints. In their accounts of
weight-sensitive stress, Prince and Smolensky (1993) and Kenstowicz (1994)
posit constraints referring to different syllable types involved in a hierarchy of
prominence. These constraints capture what Prince and Smolensky (1993: 38)
term ‘prominential enhancement that calls directly on contrasts in the intrinsic
prominence of syllables’.

Following this work, I assume that the structurally simple weight distinctions
mentioned are reflected in constraints referring to weight-sensitive stress. We
may also speculate that constraints referring to complex weight distinctions
also exist in the grammar but are destined to be mired at the bottom of the
constraint hierarchy, precisely because they are complex and thus are unlikely
to be entertained by the language learner evaluating simple criteria before com-
plex ones. Under this view, the learner first tests simple weight criteria against
a map of phonetic experience (cf. Hayes 1999) and only proceeds to more
complex criteria after the simple ones have proven themselves to be poorly
suited to the language. Thus, what is innate is not the set of constraints, but
the learning algorithm which tests simple weight distinctions before complex
ones.11

The constraints discussed here refer to stress. All of the representations in
section 5.1 that refer to heavy syllables appear as positively stated constraints
requiring that the given syllable be stressed. For example, the CVV, CVC heavy
distinction is reflected in the high ranking of the constraint in (4).

(4) Stress [XX]R: CVV and CVC syllables are stressed.

One violation of the constraint is incurred for each instance of an unstressed
syllable containing [XX]R.

The structurally simple constraints are ranked on a language-specific basis
according to how well different weight distinctions fit the phonetic map. More
effective weight distinctions in a given language are ranked ahead of less effec-
tive distinctions in the family of weight-sensitive constraints. For example, if the
CVV, CVC heavy distinction is the optimal phonetic distinction in a language,
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that language will rank Stress [XX]R above all the other stress constraints.
Under this view, the default ranking of constraints in a given language is de-
termined on the basis of phonetic effectiveness. There is limited opportunity
for purely inductive learning of the rankings, as, for example, in a hypothetical
language in which the observed weight criterion is not the phonetically most
effective one. The constraints on stress are interleaved with other constraints;
for example, constraints against more than one stress per word, constraints
requiring stress in a word, constraints against stress clashes, and so on.

In complex weight hierarchies, more than one constraint is ranked highly
enough in the grammar to be active; for example, in Chickasaw both
Stress[XX]R and the constraint requiring that CVV be stressed are highly
ranked.

In the next section, a sample analysis illustrating the interaction between the
Stress constraints and other constraints is presented.

6.1 Yana stress and the Stress constraints

Recall that in Yana (Sapir and Swadesh 1960), stress falls on the first syllable
in a word that is either closed (5a) or contains a long vowel or diphthong
(5b). If there are no such syllables in the word, stress falls on the first syllable
(5c).

(5) Yana stress
a. sibúmk’ai ‘sandstone’
b. suk’ó�niya� ‘name of Indian tribe’, �áuxauya� ‘Hat Creek

Indians’, tsiniyá� ‘no’
c. p’údiwi ‘women’

Only a few constraints are necessary to account for Yana. First, the Stress con-
straint in (4), requiring that all CVV and CVC syllables be stressed, is highly
ranked. A second constraint, inviolable in Yana and perhaps in all languages,
requires that there be a single syllable in every stress domain that has greater
stress than others, following Prince’s (1983) Culminativity condition on metri-
cal representations. This constraint is formulated in (6).

(6) One Stress: A word has one and only one stressed syllable.

The final constraint needed is one that requires that stress fall as far to the left as
possible in the event of a weight tie. This constraint is a member of the Align
family of constraints (McCarthy and Prince 1993).

(7) Align (�́, L, PrWd): Stresses are aligned with the left edge of a prosodic
word; i.e. stresses must fall on the first syllable; one violation is incurred
for every syllable separating a stress from left edge of word.
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Align (�́, L, PrWd) competes with its antithesis, Align (�́, R, PrWd), which
requires that stresses be aligned with the right edge of a prosodic word. The
crucial ranking of our three constraints is as in (8).

(8) One Stress � Stress [XX]R � Align (�́, L, PrWd)

With these rankings, we are in a position to consider a few sample tableaux
for Yana. First, we consider in (9) a four syllable form with a long vowel in
the second and final syllables. This form demonstrates that the relevant Stress
constraint is ranked above Align (�́, L, PrWd).

(9) Input One Stress Align
suk’o�niya� Stress [XX]R (�́, L,

PrWd)

☞ (a) suk’ó�niya� * *

(b) suk’o�nı́ya� **! **

(c) suk’o�niya� *! **

(d) suk’ó�niyá� *! ****

(e) suk’o�niyá� * ***!

(f) súk’o�niya� **!

Candidates (b) and (f) each incur two violations of the Stress constraint and are
destined not to surface. Candidate (f), with stress on the initial syllable rather
than the first long vowel, shows that the Stress constraint is ranked above
Align (�́, L, PrWd). If the opposite ranking obtained, candidate (f) would
incorrectly emerge as the victor. Candidates (c) and (d) are also eliminated from
consideration, since they have no stresses, thereby incurring a fatal violation
of One Stress. Candidate (e) stresses a syllable with a branching rhyme, but
it does not have stress on the branching rhyme closest to the left edge of the
word; hence it commits two more violations of the Align constraint than the
winning candidate (a).

In tableau (10), a form containing a closed syllable and a diphthong is con-
sidered. The surface form contains stress on the first syllable that is closed or
contains a long vowel or diphthong.

(10) Input One Stress Align
sibumk’ai Stress [XX]R (�́, L, PrWd)

☞ (a) sibúmk’ai * *

(b) sibumk’ái * **!

(c) sı́bumk’ai **!
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Finally, we consider in (11) a form with only light syllables. The initial stress
of the winning candidate reflects the ranking of Align (�́, L, PrWd) over its
lower-ranked sister Align (�́, R, PrWd).

(11) Input: One Stress Align Align
p’udiwi Stress [XX]R (�́, L,

PrWd)
(�́, R,
PrWd)

☞ (a) p’údiwi **

(b) p’udı́wi * *

(c) p’udiwı́ *!*

7 Conclusions

In summary, this chapter has presented evidence from tone and stress sys-
tems showing that syllable weight has an important process-specific component
that is not modelled in standard theories of weight. The basis for the process-
specificity of weight is phonetic: weight-sensitive tone and stress differ in terms
of the phonetic dimensions along which they operate. The portion of the rhyme
characterised by sonorant energy is the relevant domain for determining weight
for tone, whereas weight-sensitive stress is sensitive to the energy profile of the
entire rhyme. Because weight-sensitive tone and weight-sensitive stress differ in
their phonetic underpinnings, they display different phonological distributions
in their weight criteria.

On the level of specific languages, phonetic considerations were also shown
to account for cross-linguistic variation in weight criteria for a single process.
The language-specific choice in weight criteria for a given phenomenon is
linked to language-specific phonetic properties. Many, but not all, of these
language-specific phonetic differences can in turn be attributed to differences
between languages in other aspects of the phonological system. The model that
thus emerges is one in which phonetics and phonology are interleaved. Certain
language-specific aspects of the phonology, such as segment inventories and
syllable structure, shape the phonetic map against which the phonetic goodness
of potential phonological weight criteria is evaluated.

The selection of weight criteria is not completely driven by considerations
of phonetic goodness, however. Rather, the set of weight criteria being eval-
uated is constrained by a notion of phonological simplicity, which filters out
more complex weight criteria. This reliance on a combination of phonetic effec-
tiveness and phonological simplicity results in adoption of weight criteria that
are both phonetically and phonologically sensible. Finally, the combination of
phonetic effectiveness and phonological simplicity shapes the language-specific
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ranking of a series of constraint sets, each referring to different weight-sensitive
phenomena.
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1. Cantonese tone presents an apparent exception to this hierarchy of weight. In Can-
tonese, contour tones may occur on CV[+son], CVV[+son], and CV, but not on
CV[−son] and CVV[−son]. As it turns out, however, the vowel in phonemic CV is
actually phonetically long, while the phonemic long vowel in CVV[−son] is quite
short phonetically (Kao 1971; Gordon 1999). These phonetic observations account
for the heavy status of CV and the light status of CVV[−son], the two apparent
counterexamples to the hierarchy in the text.

2. A voiceless segment does not possess a fundamental frequency itself, although its
laryngeal settings may influence the fundamental frequency of neighbouring voiced
segments, as demonstrated by the link between voiceless consonants and high tone
in many languages. Influences of this sort are not strictly weight sensitive and are
thus not discussed here. I further abstract away from differences in perceived pitch
attributed to manipulation of acoustic properties other than fundamental frequency
(e.g. intensity, spectral shape) in whispered speech (cf. Meyer-Eppler 1957).

3. In fact, there is evidence that, in the three languages in the survey (Hausa, Musey,
and Luganda), which superficially appear to treat CV[−son] as heavier than CV,
the coda obstruent in CV[−son] does not actually support tonal contrasts on the
surface (see Gordon 2001 and Zhang this volume, 2001).

4. Note that, for languages with greater than a binary weight distinction for stress, all
distinctions are included in table 9.2; for example, the Chickasaw stress system,
which observes the hierarchy CVV > CVC > CV, contributes one token to the
CVV heavy row and one to the CVV, CVC heavy row.

5. The representation of short-central vowels is a difficult issue, and one that is logically
tied into the matter of how central vowels should be represented. In languages
in which centralised vowels are light, they are characteristically quite short (see
discussion in Gordon 1999), and thus can plausibly be assumed to lack a timing
position. Given this approach, the only cross-linguistic variation in the number of
timing positions assigned to segments is between languages in which central vowels
are very short in duration and those in which they are not. In languages in which
central vowels are very short, they do not carry a timing position. In languages in
which central vowels are not particularly short, they are associated with a timing
position. In this way, the representation of central vowels is predictable based on
duration.

6. Kara (De Lacy 1997), in fact, makes a weight distinction between long low vowels
and other rhymes. Because the only long vowel in Kara, however, is /a:/, this weight
distinction can be expressed as a simple distinction like that in Khalkha between
CVV and other syllables; it is thus phonologically simple in Kara.
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7. There is one attested weight distinction that is predicted to be complex by the com-
plexity metric developed thus far: Asheninca, which observes the weight hierarchy
CVV > Ca(C), Ce(C), Co(C), CiC > Ci > C� in its stress system (Payne 1990).
What is problematic is the uniform weight of CiC and all syllables containing a
nonhigh vowel to the exclusion of Ci, a distinction that appears to require disjoint
representations. Following Kager’s (1990) analysis of non-moraic central vowels
(see text), I assume that /i/ in open syllables in Asheninca lacks a weight unit.
The weight distinction between heavy Ca(C), Ce(C), Co(C), CiN and light Ci is
thus represented as in (f) in figure 9.3, where all heavy syllables have at least one
weight unit. There is evidence that /i/ is phonetically very short in open syllables
in Asheninca and therefore plausibly does not carry its own weight unit. First, /i/ in
open syllables is centralised after coronal stridents, suggesting that /i/ is very short
and that this durational reduction prevents the tongue from reaching the peripheral
high front target required for the canonical realisation of [i]. The result is a hy-
poarticulated central vowel, which is so short that it is acoustically deleted between
voiceless consonants, e.g. ʃit	sa → ʃt	sa ‘intestinal worm’ (Payne 1990: 190). /i/ is
not centralised in closed syllables, suggesting that, unlike /i/ in open syllables, it is
long enough for the tongue to reach a more forward articulation. Furthermore, a fast
speech process deleting secondary stressed /i/ (and not other vowels) in open syl-
lables adjacent to a heavier syllable also suggests that Ci is extremely short (Payne
1990: 201).

8. One might ask why weight distinctions referring to place features are discriminated
against from a simplicity standpoint. It is plausible that the reason why place features
are penalised more than other types of predicates stems from considerations related
to the size of the hypothesis space being tested by learners of a weight system. Place
features are distinctive for all segments in a syllable rhyme, including both vowels
and consonants. Non-place features (e.g. manner and voicing features), on the other
hand, are typically redundant for at least the vowel in a syllable. Thus, the set of
possible contrasts in place of articulation for the entire rhyme is larger than the set
of possible contrasts in manner or voicing. For this reason, it is plausible that the
discrimination against place features by the complexity metric merely reflects an
attempt to reduce the hypothesis space of the learner.

9. The lower the Wilkes’ lambda value, the greater the amount of variance in the
data attributed to differences between the heavy and light syllables and the less the
amount of variance attributed to differences among members of the heavy group or
the light group. Because the Wilkes’ lambda values are affected by factors such as
sample size which are not claimed to be relevant to the hypothesis examined here,
they were not used as the definitive criterion for ranking weight distinctions in order
of phonetic effectiveness; rather, as pointed out in the text, mean values were used
to rank the relative phonetic effectiveness of distinctions.

10. /h/ also appears in coda position in Finnish; it is unclear whether it should be treated
as a sonorant or an obstruent.

11. An alternative view, not inconsistent with the data presented in this chapter, is
that evaluation of complexity is innate and that constraints referring to complex
distinctions do not even exist in the grammar.



10 Consonant lenition

Robert Kirchner

1 Introduction

The term ‘lenition’ (< L. lenis ‘weak’) refers to synchronic alternations, as well
as diachronic sound changes, whereby a sound becomes ‘weaker’, or where a
‘weaker’ sound bears an allophonic relation to a ‘stronger’ sound. An explicit,
unified characterisation of this ‘weakening’ has been a vexed question of phono-
logical theory (Bauer 1988); but the core idea, as applied to consonants, is some
reduction in constriction degree or duration. The term thus uncontroversially
includes:
� degemination, i.e. reduction of a long (geminate) to a short (singleton) con-

sonant (e.g. t� → t);
� flapping, i.e. reduction of a stop to a flap (e.g. t → ɾ);
� spirantisation, i.e. reduction from a stop (or affricate) to a fricative or approx-

imant continuant (e.g. t → {�, θ�});
� reduction of other consonants to approximants (e.g. r → ɹ, s → s�);
� debuccalisation, i.e. reduction to a laryngeal consonant (e.g. t → ʔ, s → h);
� and, at its most extreme, complete elision (e.g. t → Ø).
Voicing (e.g. t → d), although ostensibly involving an adjustment in laryngeal
specification rather than reduction of constriction, is also standardly included in
this typology. This traditional classification is, I believe, justified, for at least two
reasons: (a) the pattern of voicing is similar to that of other lenition processes
in terms of its contexts and conditions; and (b) voicing does in fact conform to
the constriction reduction characterisation above, upon a closer examination of
the articulatory implementation of voiced vs voiceless consonants.

Despite the pervasiveness of lenition in natural language sound systems, this
class of processes has received relatively little attention in the theoretical lit-
erature. In particular, previous treatments have failed to offer an empirically
adequate, unified formal characterisation of lenition, or to account for the con-
texts in which lenition typically occurs. Let us briefly consider the two most
standard approaches.

First, autosegmental feature spreading treatments have been proposed (e.g.
Harris 1984, handling Spanish spirantisation as [+continuant] spreading; cf.
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Mascaró 1983; Jacobs and Wetzels 1988; see Selkirk 1980; Mascaró 1987; Cho
1990; Lombardi 1991 for similar treatments of voicing). But feature spreading
cannot be extended to lenition generally, for degemination, debuccalisation, and
elision can only be expressed in autosegmental theory as deletion or delinking of
phonological material. Moreover, this approach fails to give a natural account of
the most typical lenition context, viz. intervocalic position: it suffices to spread
the relevant feature from either adjacent vowel, and so the role of the other
vowel in conditioning the lenition is unexplained.

An alternative approach, often tentatively suggested (e.g. Foley 1977;
Churma 1988; Clements 1990; Hock 1991; Nı́ Chiosáin 1991; Elmedlaoui 1993;
Lavoie 1996), but rarely fleshed out in explicit analyses, is the notion of lenition
as sonority promotion. But if we take the sonority scale (e.g. stops > voiceless
fricatives > voiced fricatives > nasals > liquids > high vowels/glides > low
vowels (Dell and Elmedlaoui 1985)) seriously as a characterisation of lenition,
we incorrectly predict, for example, that fricatives can lenite to nasals. More-
over, the class of vowel reduction processes (see Flemming and Crosswhite’s
chapters), which would appear to be the vocalic counterpart of consonant le-
nition, typically involves raising (and centralisation), for example a → ə; but
the higher the vowel, the less sonorous it is. Finally, the sonority promotion
proposal says nothing per se about the contexts and conditions under which
lenition naturally occurs.

Following Stampe (1972), Lindblom (1983, 1990), Hock (1991), Boersma
(1998), and others, I proceed from the intuition that lenition is driven by an
imperative to minimise articulatory effort. Unlike standard approaches, how-
ever, I argue that lenition patterns arise directly from this effort minimisation
constraint (which I style Lazy), interacting with preservation of perceptual
distinctions, within an Optimality-Theoretic grammar (see Jun 1995, this vol-
ume, Boersma 1998, and Flemming 2002 for deployment of versions of this
effort-minimisation constraint in analyses of other sorts of phonological and
phonetic patterns). Formally, I assume that for each candidate provided by
GEN (the Optimality-Theoretic candidate generating function) the effort cost
(a mental estimate of the biomechanical energy1 required for articulatory pro-
duction of the candidate) is computed; and Lazy violations are assessed for the
candidate based on this effort cost. Spirantisation, for example, is analysed in
terms of rankings where Lazy dominates preservation of an input [–continuant]
specification2 (1a); under the opposite ranking (b), spirantisation is blocked:

(1) a. /d/ Lazy Pres(cont) b. /d/ Pres(cont) Lazy
d **! d **
ð * ð *! **

This assumes that stops, ceteris paribus, are more effortful than continuants,
due to the greater distance that the articulator must travel in the former. More
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generally, lenition receives a unified formal treatment under this approach, in
terms of the ranking schema Lazy � lenition-blocking constraint: the type of
structural change occurring in a given language depends upon which of the
lenition-blocking constraints, if any, are ranked below Lazy.

The common restriction of lenition to intervocalic position likewise receives
a straightforward effort-based treatment: the more open the flanking segments,
the greater the displacement (hence effort) required to achieve a given degree
of consonantal constriction (cf. Grammont 1933; de Jong et al. 1992; Bybee
2001). The primacy of intervocalic position as a context for lenition thus falls
out from the natural assumption that the impetus to lenite more effortful ges-
tures is stronger than the impetus to lenite easier gestures. This result can be
captured formally by decomposing the Lazy constraint into a series of ef-
fort thresholds (i.e. Lazyn = ‘do not expend effort ≥ n’) and interleaving
lenition-blocking constraints within this series. Assuming, for example, that
the effort required for a [b] in intervocalic position is at least x, and the effort
required in post-consonantal position is at most y, ceteris paribus x > y, hence
Lazy(x) � Lazy(y), and spirantisation of /b/ in intervocalic position can be
obtained by the following ranking:

(2) Lazy(x) Pres(cont) Lazy(y)

b /V V *! *

☞ β /V V *

☞ b /C V *

β /C V *!

Note, however, that for cases of complementary distribution, for example
no word-initial fricatives and no non-initial stops, the use of faithfulness as the
lenition-blocking constraint (in this case, positional faithfulness to continuancy,
for word-initial position) is insufficient:

(3) Pres(cont/# ) Lazy Pres(cont)

☞ a. #ka → #ka **

#ka → #xa *! * *

b. #aka → #aka **!

☞ #aka → #axa * *

c. #xa → #ka *! ** *
☞ #xa → #xa *

d. #axa → #aka **! *

☞ #axa → #axa *
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If, as in (3c), some word-initial obstruent is underlyingly [+cont] (and the OT
tenet of Richness of the Base (Prince and Smolensky 1993, ch. 9) prevents us
from excluding such an input), both faithfulness and Lazy favour the fricative
candidate; thus it is impossible to rule out word-initial fricatives. An additional
class of lenition-blocking constraints is therefore required: these must not only
block lenition, but also actively induce fortition, for example requiring word-
initial obstruents to be realised as stops (*[+cont,−son]/# ). It seems plausible
that these fortition constraints are, like the positional faithfulness constraints
(Steriade 1999), grounded in perceptual considerations. For example, the release
burst of a stop contains salient place of articulation cues (e.g. Wright, this
volume); thus, by militating in favour of consonants with a release burst, this
constraint can be viewed as enhancing the perceptibility of the consonant; and
the allocation of more robust cues to word-initial position may be viewed as
reflecting the greater importance of word-initial consonants in lexical access.
The precise formulation of the fortition constraints, however, and their relation
to broader perceptual considerations, is not central to the thrust of this chapter;
for a more thorough treatment of perceptual enhancement in phonology, see
Flemming, this volume.

In the remainder of this chapter, I further develop and illustrate this approach,
with an analysis of Florentine Italian lenition, traditionally referred to as ‘Gor-
gia Toscana’. The analysis must be regarded as tentative, in that it relies upon
certain assumptions concerning the relative effort cost of particular articula-
tory gestures: ultimate confirmation or falsification thus awaits a programme
of articulatory experimentation and modelling to establish a more objective
quantification of effort. Nevertheless, it will become obvious, as we examine
these data, that lenition indeed constitutes a unified phenomenon, not an arbi-
trary collection of unrelated processes, thus motivating a unified treatment such
as the effort-based approach affords. I further show that the contexts for leni-
tion (both obligatory and stylistically conditioned) are elegantly characterised
in terms of articulatory effort thresholds. Finally, the Florentine data exem-
plify a number of generalisations concerning lenition typology (documented in
Kirchner 1998, 2000), based on a survey of 272 languages containing lenition
patterns:

(4) (i) All else being equal, lenition occurs more readily the greater the open-
ness of the flanking segments (the widely attested pattern of intervocalic
lenition being a special case).

(ii) All else being equal, lenition occurs more readily the faster or more
casual the speech.

(iii) Unaffricated stops never synchronically spirantise to strident (sibilant
or labiodental) fricatives.
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(iv) Geminate stops never undergo voicing or reduction of oral constriction
unless they concomitantly degeminate.

As I will show, all these generalisations fall out from the proposed effort-based
approach, coupled with some plausible phonetic assumptions concerning the
relative effort required for particular types of gestures.

2 Data

The facts are principally drawn from Giannelli and Savoia’s (1979) study of the
Florentine consonant system and its relation to neighbouring dialects (hence-
forth ‘G&S’).

2.1 Obligatory processes

In intervocalic position (with an optional intervening liquid or glide, hence-
forth ‘quasi-intervocalic position’),3 the Florentine voiceless stops (/p, t, k/)
obligatorily lenite:

(5) Orthography Gloss
a. kaφo capo ‘head’

plastiha / la φlastiha (la) plastica ‘(the) plastic’
pentola / la φentola (la) pentola ‘(the) pot’
pɾeso / el anno φɾeso (l’hanno) preso ‘(they have) taken’
pjεna / ll εɾa φjεna (era) piena ‘(s/he was) full’

b. pɾa�o prato ‘meadow’
pjε�ɾa pietra ‘stone’
tjεne / e lo �jεne (lo) tiene ‘(s/he) has (it)’
tavola / la �avola (la) tavola ‘(the) table’
tɾave / la �ɾave (la) trave ‘beam’

c. amixo amico ‘friend’
pɔxo poco ‘little’
biʃixletta bicicletta ‘bicycle’
kasa / la xasa (la) casa ‘(the) house’
koltεlli / i xoltεlli (i) coltelli ‘(the) knives’
kwattɾini / i xwattɾini i quattrini ‘(the) money’

(Indeed, G&S report that many Florentine speakers have difficulty producing
voiceless stops in this position, when attempting to imitate Standard Italian.)
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The voiced velar stop obligatorily lenites in this position as well:

(6) gamba / la γamba (la) gamba ‘(the) leg’
gjanda / la γjanda (la) ghianda ‘(the) acorn’
gɾat�a / e si γɾatta (si) gratta ‘(it) scratches’
e seγa sega ‘s/he mows’
i ssuγo il sugo ‘the juice’

Likewise, the affricates, /tʃ/ and /d
/ obligatorily spirantise in this position:

(7) a. peʃe pece ‘pitch’
baʃo bacio ‘kiss’
paʃe pace ‘peace’
tʃena / la ʃena (la) cena ‘dinner’

b. e ɾi
etta rigetta ‘reject’
fa
ano fagiano ‘pheasant’
d
oɾni / i 
oɾni (i) giorni ‘(the) days’
d
ɔxa / e 
ɔxa gioca ‘s/he plays’

Note that this spirantisation, as it applies to the affricates, is neutralising: for
example, la cena (‘the dinner’) and la scena (‘the scene’) are both realised as
[la ʃena].

2.2 Variable processes in quasi-intervocalic position

However, the foregoing pattern is inextricable from a much broader pattern
of variable lenition. That is, although /p, t, k, �, tʃ, d
/ obligatorily lenite, as
described above, the degree of lenition varies along a scale, from close frica-
tives all the way to Ø, depending on speech rate and register. Moreover, most
of the other consonants in the inventory likewise undergo some kind of leni-
tion in quasi-intervocalic position, again depending on rate and register. The
larger picture of obligatory and variable lenition in Florentine is conveyed by
table 10.1 where levels A through K represent a conflation of speech rate and
register factors: level A corresponds to the slowest, most careful speech style;
B is somewhat faster or more casual (or a modicum of both); and so on, up to
K, the fastest, most careless level.4 In a nutshell, the lower the register, or the
higher the rate, the more extreme the lenition. Note that table 10.1 describes
the patterns among older speakers: among younger speakers /k/ lenites directly
to [h] in natural speech (say at level C). Further note that, in all the foregoing
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Table 10.1. Lenition variation in quasi-intervocalic position, according to
rate/register

A C E F G H I J K
/k/ x� x x

�

h � Ø

/t/ θ� θ θ
�

h ð� Ø
/p/ φ� φ �

h

β� Ø

/g/ γ� γ

�

Ø

/b, d/ b,d β�, ð� β�, ð� Ø

/tʃ,d
/ ʃ,
 ʃ

ʃ

�, 
�
/v/ � Ø
/ʃ,s,f/ ʃ,s,f �, s� ,f�

,z� ,�

/m, n/ m,n β, ɹ̃ Ø

/ɾ,rr,l/ ɾ,rr,l ɹ, ɹɹ, l�

v

B

φ

�

D


�


�

examples of spirantisation, the output is never strident, except in the case of the
affricates (/tʃ, d
/ → [ʃ, 
]), where the inputs are already strident. This restric-
tion on spirantisation outputs appears to be universal, as noted in generalisa-
tion (4iii) above (for documentation of this generalisation, see Kirchner 1998:
ch. 4).

2.3 Lenition outside of quasi-intervocalic position

Furthermore, in fast/casual speech styles, the environment for lenition expands
beyond quasi-intervocalic position:

(8) Slow/Careful Fast/Casual
a. [I kuʃilo [I x�uʃilo cucilo ‘sew it’

b. [I tjεni [I θ�çεni tieni ‘you have it’

la ʃesta la ʃes�a la cesta ‘the basket’
c. [I pɔɾtalo φɔɾtalo portalo ‘carry it’

e lo spεɾo e lo sφ�εɾo lo spero ‘I hope’

Affricates likewise frequently spirantise outside of quasi-intervocalic position
in natural speech styles; voiced stops and nasals reduce somewhat more rarely.
In sum, the lenitions that are obligatory (or which apply in all but the most
careful speech styles) in quasi-intervocalic position can apply in other positions
as well, but only in fast or casual speech; while the lenitions that are restricted
to fast/casual speech in quasi-intervocalic position fail to apply outside of this
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position. It is as if, outside of quasi-intervocalic position, the set of reductions
shifts, across the board, several rate/register levels to the right, relative to their
position in table 10.1.

2.4 The behaviour of geminates

A final wrinkle concerns the (near-)immunity of geminate consonants to these
lenition processes. Geminate stops can spirantise (to very close fricatives), but
only at the fastest rate of speech, in intervocalic position.

(9) Slow/Careful – Fast/Casual
(levels A – J)

Extremely Fast/
Careless (level K)

/bɾutto/ [bɾutto] [bɾuθ�θ�o] ‘ugly’

/fɾeddo/ [fɾeddo] [fɾeð�ð�o] ‘cold’

Unfortunately, G&S give no data on the duration of these spirantised geminates.
But, as this is a very-fast-speech phenomenon, their duration would almost cer-
tainly be much shorter than in slow or moderate rates: that is, they are probably
no longer phonetically ‘long’.5 G&S do transcribe these spirantised segments
as geminates; but this is quite compatible with the phonetic shortening claim,
because cues other than consonant duration remain to distinguish the geminates
from the singletons: (a) the shortened duration and reduced quality of the vowel
that precedes the geminate (cf. Bertinetto 1981; Smith 1992); (b) in the case
of the voiceless geminates, a somewhat aspirated release; and (c) an interval
of more reduced acoustic energy compared to corresponding singletons, due
to the more fortis constriction in the geminates (i.e. the lenited geminates are
near stops whereas the lenited singletons are weak approximants or Ø). The
Florentine lenition pattern thus exemplifies another typological generalisation
(4iv): geminates never spirantise, and obstruent geminates never undergo voic-
ing, unless they concomitantly degeminate, as is documented and more fully
discussed in Kirchner 2000; 2001: ch. 5.

3 Effort

In order to develop a concrete effort-based analysis of the foregoing lenition
patterns, it is necessary to make explicit assumptions concerning the relative
effort costs of the relevant consonants, in the relevant contexts. I do this in terms
of a set of inferences, discussed in the remainder of this section, concerning
relative effort cost of particular consonant types, which follow largely from
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the equation of effort with biomechanical energy (e.g. Lindblom 1983). These
inferences are expressed as Optimality-Theoretic universal ranking conditions
of the form, Lazy(C, K, R) � Lazy(C’, K’, R’), where C refers to some class of
consonants, K to some context, and R to some rate of speech. These inferences
can only be viewed as a down-payment on a major programme of articulatory
experimentation and modelling, to establish a more comprehensive and pre-
cise quantification of articulatory energy expenditure (see also Boersma 1998:
chs. 2, 7). Nevertheless, this tentative analysis serves to illustrate how a set of
phonetically plausible effort relations can be incorporated into a formal phono-
logical account of the lenition patterns of a particular language, and an account
of certain typological generalisations concerning lenition. We now proceed to
an examination of the particular inferences concerning relative effort cost upon
which the analysis is based.

3.1 Effects of constriction degree

The closer (more constricted) the consonant, the greater the effort cost, because
of the greater distance that the articulator must travel to reach its constriction
target (assuming a more open rest position of the articulator): greater velocity,
hence energy, is required to move a mass (in this case, an active articulator)
a greater distance in a given amount of time. This observation concerning
degree of constriction gives rise to the ranking conditions in (10). For example,
the greater degree of constriction for affricates relative to stridents implies that
Lazy(vcl strid affric, K, R) must outrank its counterpart Lazy(vcl strid fric,
K, R).

(10) Lazy(vcl strid affric, K, R) � Lazy(vcl strid fric, K, R)
Lazy(vcd strid affric, K, R) � Lazy(vcd strid fric, K, R)
Lazy(vcl stop, K, R) � Lazy(vcl clos fric, K, R)
Lazy(vcd stop, K, R) � Lazy(vcd clos fric, K, R)
Lazy(vcl fric, K, R) � Lazy(vcl approx, K, R)
Lazy(vcd fric, K, R) � Lazy(vcd approx, K, R)
Lazy(vcl clos fric, K, R) � Lazy(vcl fric, K, R)
Lazy(vcd clos fric, K, R) � Lazy(vcd fric, K, R)
Lazy(trill, K, R) � Lazy(long vcd approx, K, R)
Lazy(flap, K, R) � Lazy(vcd approx, K, R)
Lazy(nas, K, R) � Lazy(vcd approx, K, R)
Lazy(lat, K, R) � Lazy(vcd approx, K, R)
Lazy(vcl approx, K, R) � Lazy(vcl glot fric, K, R)
Lazy(vcd approx, K, R) � Lazy(vcd glot fric, K, R)
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3.2 Effects of speech rate and register

The faster the speech rate, the greater the effort cost of a given gesture. Greater
velocity, hence energy, is required to achieve a given constriction target in a
shorter amount of time.

Lowering of speech register likewise induces an across-the-board shift
towards hypoarticulation, that is, more drastic lenition, as we have
seen in table 10.1. Register sensitivity might be modelled in terms
of register-specific lenition-blocking constraints, with ranking conditions
of the form Lenition-Blocking-Constraint/Reg � Lenition-Blocking-
Constraint/Reg’, where Reg refers to a higher (more formal) register than
Reg’.

(11) Pres(cont)/Reg Lazyx Pres(cont)/Reg’

☞ a. aka → aka (Reg) *

aka → axa (Reg) *! *

b. aka → aka (Reg’) *!

☞ aka → axa (Reg’) *

As shown in (11), a ranking schema where Lazy is interleaved with these
register-specific lenition-blocking constraints yields the desired result that a
given lenition process may apply in a lower register, but be blocked in a higher
register. This treatment captures the intuition that in formal registers of speech,
the speaker assigns greater importance to the perceptual needs of the hearer,
maintaining contrasts and fortifying segments for the sake of greater clarity.
Note, however, that lower ranking of low-register lenition-blocking constraints
(relative to Lazy) has the same effect as higher ranking of lower register-specific
Lazy constraints (relative to lenition-blocking constraints).

(12) Lazyx Pres(cont) Lazyy

☞ a. aka → aka (Reg) * *

aka → axa (Reg) *

b. aka → aka (Reg’) *! *!

☞ aka → axa (Reg’) *

Register sensitivity of the lenition pattern can thus be modelled in the same way
as rate sensitivity, by treating articulatory gestures in lower registers as though
they had a higher effort cost. Thus, a gesture that counts as sufficiently cost-
effective in slow/formal speech may be evaluated as too costly in fast/casual
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Figure 10.1 Displacement and openness of flanking segments

speech, resulting in lenition. For reasons of expository simplicity, I adopt the
latter strategy. This allows us to dispense with a separate hierarchy of register-
specific lenition-blocking constraints, instead conflating the treatment of rate-
and register-sensitivity in terms of the following ranking conditions; in other
words, every constraint must outrank an otherwise identical constraint that
governs the next most rapid/casual style. In (13), the letters A–K refer to the
conflated rate/register levels identified in table 10.1.

(13) Lazy(C, K, A) � Lazy(C, K, B)
Lazy(C, K, B) � Lazy(C, K, C)
. . .
Lazy(C, K, J) � Lazy(C, K, K)

3.3 Effects of flanking segments

Ceteris paribus, the more open the segments that flank the consonant, the greater
the effort cost. This is because of the greater distance that the articulator must
travel to reach a given constriction target, if it must begin from and/or return to
a lower position, as schematised in figure 10.1. Simplifying this contextual con-
tinuum into G&S’s categorical distinction between quasi-intervocalic (which I
abbreviate as V V) vs non-quasi-intervocalic contexts (C V), I formalise this
observation in terms of the ranking condition

(14) Lazy(C, V V, R) � Lazy(C, C V, R).

Of course, true biomechanically based effort values would distinguish among
consonants in the context /a a/ (maximum displacement, hence maximum
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propensity to lenite) vs /i i/ (less displacement, hence less propensity to lenite),
vs /i r/ (even less displacement), and so on, rather than a categorical distinction
between quasi-intervocalic position and other contexts. There is in fact some
evidence that the actual conditioning of Florentine lenition is closer to the
gradient situation than to the categorical distinction. First, G&S present data
suggesting that elision of /k/ is more likely to be blocked before high vowels
than before nonhigh vowels.6

(15) Frequent Rarer Orthography Gloss
(a) baa bax�a baca ‘worm’

φ�ɔo φ�ɔx�o poco ‘little’

ʃεe ʃεhe cieche ‘blind-f.pl.’
bua bux�a buca ‘hole’

le ɔɾna le hɔɾna le corna ‘the horns’
la assetta la x�assetta la cassetta ‘the box’

i oltεlli i x�oltεlli i coltelli ‘the knives’

(b) i bahini i βaini i bachini ‘the little worms’
e sɔno x�inaθ�i e sɔno inaθ�i sono chinati ‘they are leaning’

That is, lenition of /k/ is sensitive to the height of the following vowel, as
predicted by a true displacement-based account. Secondly, G&S observe that
lenition tends to be blocked, or to occur to lesser degree, in the phrase-final
foot:

(16) �l� εɾa �ʃεx�a but frequently �l� εɾa ʃεha ða un �ɔc�o

era cieca era cieca da un occhio
‘she was blind’ ‘she was blind in one eye’

This phrase-final inhibition of lenition can readily be understood as an effect
of the common phonetic process of phrase-final lengthening. That is, a given
speech style may be just fast and casual enough to trigger lenition in the ‘body’
of the phrase; but in the final foot, the speech rate slows down to the point
that lenition is blocked. Again, this suggests that the conditioning of lenition is
more complex than a categorical distinction between quasi-intervocalic position
and other contexts. Rather, it appears that, to the extent G&S discuss these
factors, any factor that would raise the effort cost in a given context boosts the
probability of lenition occurring in that context. I therefore assume that G&S’s
categorical distinction between quasi-intervocalic position and other contexts
is an idealisation. However, since G&S frame their description of Florentine in
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Figure 10.2 Closure duration as displacement

terms of this idealisation, I follow suit in this analysis of their data. The point
is, though, that there is reason to believe that if we instead adopted a more
biomechanically plausible gradient set of contextual distinctions in effort cost,
the accuracy of the analysis would actually improve.

3.4 Effects of closure duration

Among non-continuants, the longer the closure, the greater the effort cost
(assuming that the longer closure is due to a gesture with higher displace-
ment: displacement above the ‘closed’ position is interpreted as compres-
sion of the active articulator against the passive articulator, as schematised
in figure 10.2). This inference gives rise to the following ranking conditions:

(17) Lazy(gem vcl stop, K, R) � Lazy(vcl stop, K, R)
Lazy(gem vcl affric, K, R) � Lazy(vcl affric, K, R)
Lazy(vcd stop, K, R) � Lazy(flap, K, R)
Lazy(vcl stop, K, R) � Lazy(vcd stop, K, R)

The last of these conditions is based on the longer (more fortis) closure that
typically characterises a voiceless stop vs the shorter (more lenis) closure typical
of a voiced stop (see also section 3.5).

3.5 Aerodynamic effects

Westbury and Keating (1986) demonstrate that, in utterance-medial position
when preceded by a voiced sonorant, singleton stops undergo passive voicing,
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unless they are devoiced by active abduction (or constriction) of the glottis,
assuming an adducted rest position of the glottis.7 Moreover, my own simula-
tions, using the computational model of vocal tract aerodynamics described in
Westbury and Keating 1986, show that medial singleton continuant consonants
likewise undergo passive voicing, unless actively devoiced. These aerodynamic
considerations give rise to the following ranking conditions:

(18) Lazy(vcl strid fric, V V, R) � Lazy(vcd strid fric, V V, R)
Lazy(vcl stop, V V, R) � Lazy(vcd stop, V V, R)
Lazy(vcl affric, V V, R) � Lazy(vcd affric, V V, R)
Lazy(vcl clos fric, V V, R) � Lazy(vcd clos fric, V V, R)
Lazy(vcl fric, V V, R) � Lazy(vcd fric, V V, R)
Lazy(vcl approx, V V, R) � Lazy(vcd approx, V V, R)
Lazy(vcl glot fric, V V, R) � Lazy(vcd glot fric, V V, R)

On the other hand, in geminates, the longer closure (or partial constriction
in the case of fricatives) results in a build-up of oral pressure, causing passive
devoicing (see Kirchner 1998/2001: 124–5; cf. Ohala 1983), in any context.
Voicing can be extended during a geminate by various cavity expansion gestures,
for example pharynx expansion and larynx lowering (Rothenberg 1969)8; but
such cavity expansion gestures necessarily involve additional effort:

(19) Lazy(gem vcd fric K, R) � Lazy(gem vcl fric, K, R)
Lazy(gem vcd affric, K, R) � Lazy(gem vcl affric, K, R)
Lazy(gem vcd stop, K, R) � Lazy(gem vcl stop, K, R)

3.6 Effects of precise constriction

Notwithstanding the general inference in section 3.1 above, that consonants
with reduced constriction are less effortful, strident (strongly fricated) frica-
tives and affricates are more effortful than corresponding stops, due to the
additional antagonist muscle activation involved in the former. Unlike weakly
fricated (or unfricated) continuants, in which the active articulator can approach
the passive articulator more or less ballistically (figure 10.3b), strident frica-
tives involve a sustained interval of precise, close constriction (figure 10.3c).
Plausibly, achievement of such a constriction requires antagonist muscle acti-
vation, in opposition to the (agonist) closure activation, to bring and keep the
articulator in close constriction, without allowing it to go all the way to closure,
as schematised in figure 10.4. In sibilants in particular, it is known that such an-
tagonism is required: namely, the tongue-blade constriction is partially opposed
by a stiffening and bracing of the sides of the tongue against the molar gum-
line, to produce a grooved channel for the airflow (Ladefoged and Maddieson
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1996: 146–7). The effort cost of the sustained partial constriction schematised
in figure 10.4, with both agonist and antagonist force, is greater than that re-
quired for the corresponding stop (figure 10.3a) (see Kirchner 1998/2001: chs.
2, 4 for further discussion, including a computational simulation of a simplified
mass-spring model of consonant constriction that supports this effort claim).
Geminate fricatives, a fortiori, are assumed to be more effortful than geminate
stops, due to the even longer sustained partial constriction in the former. Gem-
inate fricatives are also assumed to be more effortful than geminate affricates,
in that geminate affricates are like singleton affricates, plus lengthened closure.
These considerations give rise to the following ranking conditions:

(20) Lazy(vcl strid fric, K, R) � Lazy(vcl stop, K, R)
Lazy(vcd strid fric, K, R) � Lazy(vcd stop, K, R)
Lazy(trill, K, R) � Lazy(flap, K, R)
Lazy(long vcd approx, K, R) � Lazy(vcd approx, K, R)
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Figure 10.5 Partial Hasse diagram of ranking conditions on Lazy constraints,
inferred from considerations of relative articulatory effort, abstracting away
from context and rate/register

Lazy(gem vcd fric, K, R) � Lazy(gem vcd affric, K, R)
Lazy(gem vcl fric, K, R) � Lazy(gem vcl affric, K, R)
Lazy(gem vcl affric, K, R) � Lazy(gem vcl stop, K, R)
Lazy(gem vcd affric, K, R) � Lazy(gem vcd stop, K, R)

3.7 Summary

The ranking conditions motivated above can be summarised in terms of
the Hasse diagram in figure 10.5 (ignoring context and rate). The complete
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Hasse diagram, including contexts and rates, cannot legibly fit on a page, but
can be viewed (in a number of formats) at http://www.linguistics.ucla.edu/
people/hayes/PBP/.

4 Analysis

Bearing in mind the tentative status of the effort relations inferred above, we
can now proceed to an analysis of the lenition patterns described in section 2,
in terms of a ranking of particular levels of Lazy relative to faithfulness and
fortition constraints, subject to the effort-based ranking conditions motivated
in the previous section.

4.1 The stable spirantisations

Voiceless stops. Spirantisation of stops in quasi-intervocalic position at level A
is captured in terms of the following ranking:

(21) Lazy(vcl stop, *−strid, +cont, Pres(cont)
V V, A) +cons

p, t, k → p, t, k *!

☞ p, t, k → φ, θ� , x� * *

The subordination of Pres(cont) to the fortition constraint, *[−strid, +cont,
+cons], ensures that the spirantisation is allophonic, that is, that when consid-
erations of effort do not demand a continuant, namely in the earlier levels in
non-quasi-intervocalic position, no nonstrident continuant can surface; rather
it must strengthen to a stop, even if underlyingly [+cont] (and, a fortiori, if
already [−cont] underlyingly).

(22) Lazy(vcl stop,
C V, A)

*−strid,+cont,
+cons

Pres(cont)

☞ φ, θ� , x� → p, t, k
*

φ, θ� , x� → φ, θ� , x� *!

The reduction is to a close fricative, rather than an approximant, at this level.
Assume a feature [close], which distinguishes the close fricatives [φ, θ�, x� , β�, ð� ,
γ� ] from the open ones [φ, �, x, β, ð, γ]. To block further reduction, I posit another
fortition constraint banning [–close] continuant consonants, ranked above the
effort cost of the fricatives at this level.
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(23) *[−clos,+cons, Lazy(vcl clos fric, Lazy(vcl fric,
+cont] V V, A) V V, A)

☞ φ, θ� , x� * *

φ, �, x *!

Voiced stops. The ranking thus far predicts, however, that all the voiced stops
should spirantise as well, whereas only /�/ does so. This behaviour might be
attributed to a difference in release properties of the various stops. Velar stops
are characterised by a noisy release (seen on a spectrogram as multiple bursts),
whereas labials and coronal stops typically have a crisp release. Thus, velar
stops are somewhat less acoustically distinct from continuants than coronal
or labial stops are. I posit the feature [crisp release]: labial and coronal stops
are [+crisp rel]; continuants and velar stops are [−crisp rel]. Spirantisation
of the labials and coronals, then, is blocked by ranking Pres(crisp rel) above
Lazy(vcd stop, V V, A).

(24) Pres(crisp rel) Lazy(vcd stop,V V, A) Pres(cont)

g → g *!

☞ g → γ� *

☞ b, d → b, d *

b, d → β�, ð� *! *

Assuming Lazy(vcl stop, V V, A) � Pres(crisp rel), however, there is no
equivalent blocking in the voiceless stops.

Affricates. The low ranking of Pres(cont) further entails spirantisation of the
affricates at this level.

(25) Lazy(vcl affric,
V V, A)

Lazy(vcd affric,
V V, A)

Pres(cont)

tʃ → tʃ *!

☞ tʃ → ʃ *

d
 → d
 *!

☞ d
 → 
 *

Blocking of further reduction is attributable to Pres(strid):
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Table 10.2. Lenition variation in non-quasi-intervocalic position.

A          B            C            D            E F            G H            I J           K

/k/ x� x x�
/t/ θ� θ θ
/p/ φ� φ �
/g/ γ� γ

/b,d/ b,d β�,ð� β, ð��
/tʃ,d
/t ʃ,
 ʃ

ʃ

�, 

�

/v/ v �
/ʃ,s,f/ ʃ,s,f �, s�, f�
/m,n/ m,n β, ɹ̃
/ɾ,rr,l/ ɾ,rr,l ɹ,ɹɹ, l�

t

b, d

ʃ,d


ʃ,s,f

m, n

ɾ,rr,l

k

p

g

v

φ
�

(26) Pres(strid) Lazy(vcl strid fric,V V,A)

☞ tʃ → ʃ *

tʃ →ʃ� *!

Stability of these spirantisations. Since the Lazy constraints for levels B–K
are necessarily ranked higher than the corresponding Lazy constraints for level
A, the lenition-blocking constraints that are subordinated to Lazy constraints
for level A are, by transitivity, also subordinated to Lazy constraints for levels
B–K. The foregoing stops and affricates, which spirantise in quasi-intervocalic
position at level A, must, a fortiori, spirantise (or lenite even further) in this
position at all faster rates and lower registers of speech. Therefore, the spiranti-
sation (or further lenition) of these stops and affricates is obligatory at all levels
in quasi-intervocalic position.

4.2 The variable reductions, quasi-intervocalic position

We will now consider the reductions in quasi-intervocalic position, for each of
the rate/register levels above A, as summarised in table 10.2.

Level B. At this level, the stops reduce to open rather than close fricatives.
Assume a feature [close], which distinguishes the close fricatives [φ

�
, θ� , x� , β�,

ð� , γ�] from the open ones [φ, �, x, β, ð, γ]. The further reduction is obtained by
subordinating *[−clos,+cons,+cont] to the effort cost of the close fricatives at
this level:
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(27) Lazy(vcl
clos fric,
V V, B)

Lazy(vcd
clos fric,
V V, B)

*[−clos,
+cons,
+cont]

Lazy(vcl
clos fric,
V V, A)

Lazy(vcd
clos fric,
V V, A)

φ, θ� , x� *! *

☞ φ, �, x *

γ
�

*! *

☞ γ *

The voiced velar in fact reduces all the way to an approximant ([�]), as shown
in (28). In the voiceless approximants however, this is blocked at this level, by
a fortition constraint requiring the voiceless continuants to be [−son]:

(28) *[−voi, +cont, Lazy(vcl fric, Lazy(vcd fric,
−son] V V, B) V V, B)

☞ φ, �, x *

φ�, θ�, x� *!

γ *!

☞ �

Level C. At this level, the voiceless stops likewise reduce to approximants,
/b/ and /d/ spirantise, and the nasals spirantise to nasalised approximants (and
/k/ debuccalises in the younger sociolect). Reduction of the voiceless stops to
approximants follows from the ranking shown in (29):

(29) Lazy(vcl fric, *[−voi, +cont, Lazy(vcl fric,
V V, C) −son] V V, B)

φ, �, x *! *!

☞ φ�, θ�, x� *

(For the idiolects in which the close approximants are somewhat more
prevalent (let us say they occur at level C as well as B, and reduce to
open approximants at level D), the ranking would be Lazy(vcl fric, V V,
D) � *[−voi,+cont,−son] � Lazy(vcl fric, V V, C).) Spirantisation of /b,
d/ at this level follows from the ranking in (30):
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(30) Lazy(vcd stop,
V V, C)

Pres(crisp rel) Lazy(vcd stop,
V V, B)

b, d → b, d *! *

☞ b, d → β�, ð� * *

The outcome is a close rather than an open fricative, attributable to disjunctive
combination of faithfulness constraints (cf. Smolensky 1995; Kirchner 1996),
Pres(crisp rel) ∨ Pres(clos):

(31) Pres(crisp rel) ∨
Pres(clos)

Lazy(vcd
clos fric,V V, C)

☞ b, d → β�, ð� *

b, d → β�, ð� *!

That is, violating Lazy(vcd clos fric, V V, C) is ranked as worse than vi-
olating either Pres(crisp rel) or Pres(clos) individually; but violating both in
one step, as in the second candidate above, is worse than violating Lazy(vcd
clos fric, V V, C).

Spirantisation of the nasals at this level follows from the ranking shown in
(32):

(32) Lazy(nas,
V V, C)

*[+nas,+cont] Lazy(nas,
V V, B)

m, n → m, n *! *

☞ m, n → β�, ɹ̃ *

The ranking of *[+nas,+cont] above Lazy(nas, V V, B) ensures that the spi-
rantisation of the nasals is blocked at earlier levels. Finally, debuccalisation of
/k/ in younger idiolects follows from the ranking shown in (33):

(33) Pres(cor,lab) Lazy(vcl approx,
V V, C)

Pres(dors)

k → x� *!

☞ k → h *

☞ p, t → φ, θ� *

p, t → h *! *!
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Level D. At this level, the voiced stops spirantise to approximants rather than
fricatives. This result follows from the following ranking:

(34) Lazy(vcd fric,
V V, D)

Pres(son) Lazy(vcd fric,
V V, D)

b, d → β, ð *! *

☞ b, d → β� , ð� *

Level E. At this level, the strident consonants reduce to nonstrident approx-
imants, and the liquids reduce to approximants. Reduction to nonstridents fol-
lows from the ranking shown in (35):

(35) Lazy(vcl strid
fric,V V, E)

Lazy(vcd strid
fric,V V, E)

Pres(strid)

tʃ, s, ʃ, f, → ʃ, s, f *!

☞ tʃ, s, ʃ, f →ʃ�, s�, f� *

d
, v → ʃ, v *!

☞ d
, v → 

�

, � *

Ranking of Pres(strid) above Lazy(vcl strid fric, V V, D) ensures that stri-
dency is maintained at earlier levels. Reduction of the liquids follows from
the rankings given below (it is assumed that the reduced /l/ is [+lateral,
+continuant], and that reduced /rr/ is [+rho,+long,–trill]).

(36) Lazy(lat,V V, E) *[+lat,+cont] Lazy(lat,V V,
D)

l → l *! *

☞ l → l� *

(37) Pres(long) Lazy(trill,V V, E) *[+rho,+long,−trill]

rr → rr *!

☞ rr → ɹɹ *

rr → ɹ, ɾ *!
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(38) Lazy(flap,V V, E) *[+rho,−long,−flap]

ɾ → ɾ *!

☞ ɾ → ɹ *

The fortition constraints, *[+lat,+cont], *[+rho,+long,−trill], and *[+rho,
−long,−flap], here serve to block lenition of the liquids at levels D and
earlier.

Level F. At this level, /k/ debuccalises in the older sociolect. This follows
from the ranking shown in (39):

(39) Lazy(vcl approx,
V V, F)

Pres(dors) Lazy(vcl approx,
V V, E)

k → x� *! *

☞ k → h *

Level G. For the quasi-intervocalic context under discussion, there are no
further reductions at this level; see section 4.3 for other contexts.

Level H. At this level, the voiceless labial debuccalises:

(40) Lazy(vcl approx,V V, H) Pres(lab)

p → φ� *!

☞ p → h *

Level I. At this level, /�/ debuccalises to [h] (in the older soci-
olect). This is captured by the following ranking Lazy(vcd approx,
V V,I) � Pres(dors) � Lazy(vcd approx,V V,H):

(41) Lazy(vcd approx,
V V, I)

Pres(dors) Lazy(vcd approx,
V V, H)

g → � *! *

☞ g → � *

Moreover, /t/ debuccalises:
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(42) Lazy(vcl approx,
V V, I)

Pres(cor) Lazy(vcl approx,
V V, H)

t → θ� *! *

☞ t → h *

On the other hand, we must prevent debuccalisation of the voiceless approx-
imants derived from stridents [ʃ�, s�, f�], despite the violability, at this level, of

all the Pres(place) constraints. This requires another disjunctively combined
faithfulness constraint, Pres(strid) ∨ Pres(place):

(43) Pres(strid)∨
Pres(place)

Lazy(vcl approx,
V V, I)

Pres(cor) Pres(lab)

☞ tʃ, ʃ, s →ʃ�, s� * *

tʃ, ʃ, s → h *! *

☞ f → f� * *

f → h *!

Level J. At this level, all voiceless approximants become voiced:

(44) Lazy(vcl glot fric,V V,J) Pres(voi)

p, t, k → h *!

☞ p, t, k → β�, ð�, � *

tʃ, ʃ, s, f →ʃ�, s�, f� *!

☞ tʃ, ʃ, s, f → 
�, z�, � *

Further reduction to [�] (debuccalisation+voicing) is blocked by a disjunctively
combined faithfulness constraint, Pres(voi)∨ Pres(place).

(45) Pres(voi)∨Pres(place) Lazy(vcd approx,
V V,J)

p, t, k → � *!

☞ p, t, k → β�, ð�, � *

Level K. At this final level, the singleton stops and nasals delete.



Analysis 337

     +strid  |  −strid 
{s, ʃ} > {z, 
, f} > v  > {f, θ, x} > {β, ð, �} 
   +more strid | −more strid  

Figure 10.6 Stridency scale.

(46) Lazy(vcd
approx, V V, K)

Lazy(vcd glot
fric, V V, K)

Pres(seg)

p, t, k → β�, ð�, � *!

p, t, k → � *!

☞ p, t, k → Ø *

b, d, g → β�, ð�, � *!

b, d, g → � *!

☞ b, d, g → Ø *

m, n → β�, ɹ̃ *!

m, n → � *

☞ m, n → Ø *

For the remaining consonants, elision must be blocked. For the liquids, this
result can be obtained by having Pres(lateral) and Pres(rhotic) in undominated
position:

(47) Pres(lat) Pres(rho) Lazy(long vcd
approx, V V, K)

Lazy(vcd
approx, V V, K)

☞ l → l� *

l → Ø *!

☞ rr → ɹɹ *

rr → Ø *!

☞ ɾ → ɹ *

ɾ → Ø *!

For the stridents, the results are slightly more complicated: /v/ does delete,
whereas the other stridents do not. Acoustic stridency, that is, noise intensity,
however, is not binary: we can distinguish among degrees of noisiness (cf.
Flemming 1995) (see figure 10.6).
Thus, in addition to the standard feature [strident], which draws the line between
[v] and [φ, �, x], I posit a feature [more strident], which distinguishes the
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sibilants and [f] from [v] and the non-strident fricatives. Blocking of deletion of
the [+more strident] fricatives can now be attributed to a disjunctive faithfulness
constraint, Pres(+more strident) ∨ Pres(place).

(48) Pres(+more strid)∨
Pres(place)

Lazy(vcd approx,
V V, K)

☞ tʃ, ʃ, 
, s, f → 
�, z�, � *

tʃ, ʃ, 
, s, f → Ø *!

v → � *!

☞ v → Ø

Finally, the geminate stops and affricates, which resist lenition at all earlier
levels, succumb to spirantisation (and, I assume, degemination) at this level, re-
ducing to close fricatives. Resistance to spirantisation at level J (and all previous
levels) is attributable to high ranking of Pres(long):

(49) Lazy(gem
vcl fric,
V V, J)

Pres
(long)

Lazy(gem
vcl stop,
V V, J)

Lazy(vcl
clos fric,
V V, J)

☞ pp, tt, kk →
pp, tt, kk

*

pp, tt, kk →
φ
�

φ
�

, θ� θ� , x� x�

*!
*

pp, tt, kk →
φ
�

, θ� , x�

*!

(Recall from section 3 that spirantisation of a geminate without concomitant
degemination increases the effort cost.) Spirantisation at level K, then, follows
from subordination of Pres(long) to Lazy(gem vcl stop, V V, K):

(50) Lazy(gem vcl stop,
V V,K)

Pres(long)

pp, tt, kk → pp, tt, kk *!

☞ pp, tt, kk → φ
�

, θ� , x� *
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The ranking Lazy(gem vcd stop, V V, K) � Pres(long) ensures the same
result for the geminate voiced stops. Further reduction of the geminates, be-
yond a close fricative, is blocked by an (undominated) disjunctively combined
faithfulness constraint:

(51) Pres(long)∨
Pres(clos)

Lazy(vcd clos fric,
V V, K)

☞ bb, dd, gg → β�, ð�, γ� *

bb, dd, gg → Ø *!

Summary: quasi-intervocalic position. In the foregoing analysis, the rank-
ings of effort minimisation, faithfulness, and fortition constraints (figure 10.7),
in conformity with the effort-based ranking conditions of section 3, yields the
pattern above of rate- and register-sensitive reduction in quasi-intervocalic po-
sition.

4.3 Lenition outside of quasi-intervocalic position

The behaviour of consonants in non-quasi-intervocalic position follows from the
same approach of interleaving lenition-blocking constraints among the Lazy
hierarchy imposed by the ranking conditions of section 3. Since the effort cost of
consonants in non-quasi-intervocalic position is lower than in quasi-intervocalic
position, lenition processes that apply at level A in quasi-intervocalic position
can apply only at later levels in non-quasi-intervocalic position; while lenition
processes that apply at later levels in quasi-intervocalic position do not apply
at all in non-quasi-intervocalic position.

Let us assume that in non-quasi-intervocalic position, voiceless stops spiran-
tise at level F (the mid-point in our rate/register scale): that is, spirantisation is
blocked at level E and earlier. This can be captured by ranking Lazy(vcl stop,
C V, F) � *[−strid,+cont,+cons] � Lazy(vcl stop, C V, E).

(52) Lazy(vcl stop, *−strid, Lazy(vcl stop,
C V, F) +cont,+cons C V, E)

☞ p, t, k (level E) *

φ
�

, θ� , x� (level E) *!

p, t, k (level F) *! *

☞ φ
�
, θ�, x� (level F) *
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Lazy(vcd_strid_fric,v_v,E)

Lazy(vcd_strid_fric,v_v,D)

Lazy(vcl_affric,v_v,A)

Lazy(vcd_affric,v_v,A)

Lazy(vcl_fric,v_v,C)

Lazy(vcd_strid_fric,v_v,C)

Lazy(vcd_stop,v_v,C)

Lazy(vcd_stop,v_v,A)

Lazy(vcl_stop,v_v,A)

Lazy(vcl_clos_fric,v_v,B)

Lazy(vcl_fric,v_v,B)

Lazy(vcl_clos_fric,v_v,A)

Lazy(vcd_approx,v_v,A)

Lazy(lat,v_v,E)

Lazy(vcd_clos_fric,v_v,D)

Lazy(vcd_clos_fric,v_v,C)

Pres(strid)

Pres(crisprel,clos)

Pres(crisprel)

*[-voi,-clos]

*[-strid,+cont,+cons]

Pres(cont)

*[+lat,+cont]

*[+nas,-clos]

Lazy(nas,v_v,C)

Lazy(nas,v_v,B)

Lazy(gem_vcl_stop,v_v,K)
Pres(long,clos)

Lazy(vcl_clos_fric,v_v,K)

Pres(+more_strip,place)
Pres(rho)

Pres(lat)

Lazy(vcd_approx,v_v,K)

Lazy(vcd_glot_fric,v_v,K)

Lazy(gem_vcd_stop,v_v,J)

Pres(long)

Pres(voi,place)

Pres(seg)
Lazy(vcl_approx,v_v,J)

Pres(strid,place)
Pres(voi)

Lazy(vcl_approx,v_v,l) Lazy(trill,v_v,E)

Pres(cor) *[+rho,-long,-trill] Lazy(flap,v_v,E)

Lazy(vcl_approx,v_v,H)

Pres(lab)
Lazy(trill,v_v,D)

Lazy(vcl_approx,v_v,G)

Lazy(vcl_approx,v_v,F)

Lazy(vcl_approx,v_v,E)

*[+rho,-long,-flap]

Pres(dors)

Lazy(flap,v_v,D)

Figure 10.7 Hasse diagram of Lazy relative to Pres and fortition constraints,
for Florentine Italian

More generally, substituting Lazy(x, C V, F) for Lazy(x, V V, A), Lazy(x,
C V, G) for Lazy(x, V V, B), and so on, in the hierarchy in figure 10.7, we
obtain the result that in non-quasi-intervocalic position, the set of processes
shift, across the board, several rate/register levels to the right, relative to their
behaviour in quasi-intervocalic position (compare tables 10.1 and 10.2). That
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is, we correctly account for the rate/register-sensitive spirantisation of the stops,
affricates, and nasals observed in non-quasi-intervocalic position.

4.4 Capture of typological generalisations

Having seen how this constraint system can be deployed for a single, in-depth
analysis, we now turn to typological issues. It is obvious that generalisations
(4i) and (4ii), concerning the greater tendency towards lenition in the context
of open flanking segments, and in fast/casual speech, are captured under this
proposal: as the effort cost of a given consonant constriction gesture rises, due
to phonetic context, due to speech rate, or (extrinsically) due to speech register,
the impetus to lenite accordingly becomes stronger. We have further noted that
the Florentine pattern exemplifies two additional generalisations, (4iii) and
(4iv): specifically, the non-stridency of spirantisation outputs; and the immunity
of geminates to spirantisation and voicing lenition. Let us now consider how
these generalisations follow, automatically, from the effort-based approach,
along with certain plausible phonetic inferences outlined above. First, because
strident fricatives have a higher effort cost than corresponding stops (section
3.6), no ranking of Lazy with other constraints permits an input stop to map to
a strident fricative: the strident incurs a worse violation of Lazy than the input
stop.

(53) Input: d Lazy Pres(cont)

d **

ð * *

�

z *** *

(The ‘

�

’ indicates that this candidate loses under either ranking.) This result
holds true even if we introduce an active fortition constraint, which militates
against non-strident fricatives (motivated by the cross-linguistic markedness of
weak fricatives such as [φ, ð, γ]). While such a constraint, if ranked above Lazy,
is capable of blocking spirantisation, it cannot cause the strident candidate to
emerge as the winner, again because the strident incurs a worse violation of
Lazy than the input stop:

(54) Input: d *[+cont,−son,−strid] Lazy Pres(cont)

☞ d **

ð *! * *

z **!* *
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The strident candidate can only emerge as the winner if the input is already
affricated:

(55) Input: la tʃena Pres(strid) Lazy Pres(cont)

la tʃena ****!

☞ la ʃena *** *

la tena *! **

la jena *! * *

Similarly, given the effort relation geminate stops > geminate fricatives (sec-
tion 3.7), and voiced geminate obstruents > voiceless geminate obstruents (sec-
tion 2.8), geminates cannot spirantise or voice.

(56) appa Lazy Pres(cont) Pres(voi)

☞ appa *

�

aφφa ** *

�

abba ** *

Spirantisation (or voicing) can only apply to a geminate if the output concomi-
tantly degeminates:

(57) appa Lazy Pres(cont) Pres(length)

appa **!

aφφa **!* *

☞ aφa * * *

5 Conclusion

We have seen, through the analysis of Florentine lenition, that both stable leni-
tion processes and rate/register-sensitive consonant reduction processes, within
and beyond quasi-intervocalic position, can be accounted for in a unified man-
ner, in terms of a consistent ranking of Lazy thresholds versus faithfulness and
fortition constraints (again, provisionally assuming the effort values posited in
section 3 to be roughly reflective of the relative biomechanical energy costs of
the various consonant types). The analysis, moreover, captures the typological
generalisations in (4), concerning the greater tendency towards lenition in the
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context of open flanking segments, and in fast/casual speech, as well as the
non-stridency of spirantisation outputs, and the immunity of geminates to spi-
rantisation and voicing lenition. In contrast, within standard approaches, the
Florentine lenition pattern cannot be given a unified characterisation: for this
set of processes does not correspond to the spreading, addition, or deletion of a
particular feature or feature-geometric node; nor can the across-the-board shift
towards hypoarticulation at faster rates and lower registers be captured within
standard frameworks. Nor do standard approaches afford a natural treatment
of lenition in quasi-intervocalic position, nor the expansion of lenition beyond
this context at faster rates and lower registers.
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Notes

1. In section 3.2 below, this definition is elaborated: the effort cost assessed by Lazy
reflects biomechanical energy augmented by a numerical index inversely proportional
to speech register.

2. The Pres(feature) constraints are formally equivalent to the Max(feature) constraints
of, for example Lombardi 1998.

3. Although quasi-intervocalic position spans word boundaries, Nespor and Vogel
(1982) have noted that it does not span the boundary of an intonational phrase,
i.e. ‘the domain over which an intonation contour is spread’. For example: [I le
xase xaɾine] [I kostano molto xaɾe in ameɾixa] ‘Cute houses are very expensive in
America’.

4. Note that table 10.1, including reference to ‘levels A–K’, is not taken directly from
G&S, but is rather my summarisation of their description of these processes.

5. Cf. Pind 1999, showing, for Icelandic, that the mean duration of fast-speech geminates
is even less than that of corresponding slow-speech singletons. Ojamaa (1976) shows
the same for Estonian.

6. G&S characterise these data in terms of a generalisation that the velar stop is more
likely to elide when flanked by vowels that are identical with respect to height, front-
ness, and peripherality (presumably equatable with tenseness), or when followed by
a [+back] vowel; however, the examples they give do not conform to this general-
isation. Thus, [SEe] preferably undergoes elision in spite of non-matching [tense]
specifications.

7. But see Boersma 1998, questioning this aspect of Westbury and Keating’s model.
8. The other principal strategy of avoiding passive devoicing, ‘nasal leak’ (allowing air

to leak out of the nasal passages), carries a perceptual cost: risking confusion of the
stop with a nasal consonant.



11 Language processing and segmental OCP
effects*

Stefan A. Frisch

1 Introduction

The Arabic verbal roots are subject to a long-distance phonotactic constraint that
is well known for its implications for autosegmental representation (McCarthy
1986, 1988, 1994). In this constraint, originally proposed as an instantiation of
the Obligatory Contour Principle (Goldsmith 1979), repeated place of articu-
lation features are not allowed within a root. Subsequent research has shown
that the details of consonant occurrence in the Arabic roots are complex, with
the strength of the phonotactic restriction gradiently dependent on the similar-
ity of the consonants involved, the presence of intervening segments, and the
contrasts available in the segmental inventory of Arabic (Pierrehumbert 1993;
Frisch, Pierrehumbert, and Broe 2004).

The gradience of the phonotactic patterns in the Arabic lexicon provide
strong evidence for a functional phonetic motivation for the constraint. The
similarity avoidance constraint in Arabic is quantitatively dependent on sim-
ilarity, distance between segments, segment frequency, and segmental posi-
tion in the word. No formal model that prohibits feature co-occurrence like
the autosegmental OCP can capture the richness of the patterning. However,
a wide range of evidence from psycholinguistics suggests that processing a
sequence of similar items is more difficult than processing a sequence of dis-
similar items. Thus, we can account for the presence of similarity avoidance
constraints in the phonotactics of Arabic as a consequence of functional pres-
sure to make language processing as easy as possible. I claim that the richness
of phonotactic patterns directly (quantitatively) reflects the functional expla-
nation. In this way, statistical analysis of the lexicon provides a novel type
of evidence for functionally motivated constraints and rules out alternative
formal explanations (see Hawkins 1994 for similar arguments at the syn-
tactic level). Statistical patterns in the synchronic lexicon arise as the re-
sult of a diachronic influence of processing difficulty on language change.
Over time, functional pressures on the language have shaped the lexicon by
influencing borrowing, the creation of nonce forms, and the loss of lexical
items.

346
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Despite the diachronic origin of the similarity avoidance patterns, native spea-
kers are aware of these patterns, so they must be considered a part of the synchro-
nic linguistic knowledge of the speakers. The co-occurrence constraint on ho-
morganic consonants influences metalinguistic judgements of acceptability for
novel roots (Berent and Shimron 1997; Frisch and Zawaydeh 2001) and the ac-
commodation of borrowed lexical items (Frisch, Pierrehumbert, and Broe 2004).

Moreover, a phonotactic constraint based on processing difficulty should be
universal. In fact, similarity avoidance constraints for homorganic consonants
like those in Arabic have been found in a wide range of languages, such as
English, Javanese, and Ngbaka. Analogous constraints that apply to repeated
laryngeal features rather than repeated place features are also attested across
unrelated languages such as Sanskrit, Hausa, and Souletin Basque (MacEachern
1999). Further, in cases where lexical patterns have been analysed statistically,
the co-occurrence patterns are gradient and quantitatively depend on similarity
(Berkley 1995, 2000; Buckley 1997; Frisch 1996; Pierrehumbert 1993).

In this chapter, a functional account of segmental OCP effects is given. Lan-
guages avoid sequences of repeated similar segments because they are difficult
to serialise. An explanation for the difficulty of repetition can be found in mod-
els of language processing. Current language processing models use activation
and competition in a neural network of linguistic units to account for similarity-
dependent error rates in perception and production. In an activation/competition
model of the encoding of a serial sequence, the units (e.g. segments) to be seri-
alised must be activated and deactivated in the proper sequence (Dell, Burger,
and Svec 1997). For a segment that has already been encoded, the node in the
network corresponding to that segment has fired, and that node must be inhibited
so that it does not continue to fire. Simultaneously, for a segment that is soon
to be encoded, the node corresponding to that segment must be excited so that
it is ready to fire at the proper time. If a sequence involves a repeated segment,
the periods of inhibition and excitation may overlap and disrupt encoding of
the correct sequence.

The chapter is organised as follows. Section 2 provides an overview of cur-
rent theories of language processing, focusing on models of segmental pro-
cessing. Section 3 reviews the segmental OCP patterns in Arabic and other
languages, and shows these patterns are gradient and similarity dependent.
Section 4 presents the processing account of similarity avoidance constraints
and reviews some outstanding problems with this account. Section 5 concludes
the chapter with a brief summary.

2 Current theories of language processing

Phonetic and psycholinguistic research on speech perception and production
has found that language processing is highly interactive. The perception of
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structures at the level of speech sounds, spoken words, and larger syntactic
constituents involves three general stages: the activation of compatible struc-
tures, competition between structures that share common input, and selection
of the winning structure (e.g. Swinney 1979; Zwitserlood 1989). In addition to
activation and competition within a structural level, there is activation between
levels, such that one can influence another (e.g. Ganong 1980). Similarly, the
production of speech sounds, words, and phrases appears to involve interactive
activation and competition (Dell 1986; Stemberger 1983). Errors in speech pro-
duction reveal competition between articulatory plans. The processing-based
account of similarity avoidance constraints relies on the notion of activation
and competition between segments in phonological encoding, so evidence for
activation models of phonological processing is presented below.

Theories of phonological processing come from two sources of data. Re-
search on speech perception has sought to determine the organisation and ac-
cess of phonological information in the mental lexicon. Research on speech
production has examined how lexical information is accessed and encoded as a
sequence of gestures. In both cases, much of what is learned about language pro-
cessing comes from studying the systematic errors that are made. Errors tell us
something about items that are partially activated during processing. Additional
evidence for activation/competition can be gleaned from differences in ease or
speed of processing. Tasks involving greater competition between segments or
words generally take longer to perform than tasks with no competition.

In this section, I first review evidence in favour of activation/competition
from speech perception and speech production. I then introduce connectionism
as a formal model of activation/competition in language processing. Finally,
psycholinguistic evidence for the processing difficulty involved in repetition is
reviewed and connectionist models of serial encoding that explain the process-
ing difficulty are presented.

2.1 Spoken-word recognition and lexical neighbourhood effects

There is a great deal of evidence from speech perception and spoken-word
recognition that the phonological lexicon is organised as a multidimensional
acoustic-phonetic space, and the recognition of a word takes place when a
lexical item becomes sufficiently activated in comparison to its competitors. The
organisation of phonological words has been described in terms of groups of
words that are phonetically similar, called lexical neighbourhoods. For example,
the lexical neighbourhood for cat would include words such as bat, fat, cut,
kit, cap, can, scat, and cattle. Substantial evidence for lexical neighbourhoods
has been found by comparing the performance of experimental participants in
processing words that differ in their neighbourhood characteristics (Luce and
Pisoni 1998).
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Three factors related to the organisation and activation of words in lexical
neighbourhoods have been shown to influence the processing of phonological
words. It has long been known that more frequent words are easier to process
when compared to less frequent words (e.g. Miller, Heise, and Lichten 1951).
Presumably, high-frequency words like buy are easier to activate than low-
frequency words like bough. In addition, the density of a lexical neighbourhood
influences performance. Words that have many lexical neighbours (e.g. cat,
lick) are more difficult to process than words that have fewer lexical neighbours
(e.g. quiz, purge). Finally, the frequency of the neighbours of a target word
influences processing. Words with many high-frequency neighbours are more
difficult to process than words with mostly low-frequency neighbours. The
density of its neighbourhood and frequency of its neighbours determines how
much competition the target word receives from other lexical items (Goldinger,
Luce, and Pisoni 1989). Words that are high in frequency with only a few low-
frequency neighbours are easy to process, while low-frequency words with
many high-frequency neighbours are hard to process.

The competition between words and their lexical neighbours influences pro-
cessing in a variety of tasks (Luce 1986). In an identification task, the participant
is asked to determine what word has been presented when the word’s identity is
masked by noise. In this task, ease of processing is reflected in the accuracy in
identification, and easy words are identified more accurately than hard words.
In a repetition naming task, the participant is asked to produce the word as soon
as possible after it is presented (either auditorily or visually). In the repetition
naming task, ease of processing is reflected in the latency between the presen-
tation of the stimulus and the start of the participant’s production of it. Easy
words are produced after a shorter delay than hard words. In the lexical deci-
sion task, the participant is asked to identify whether the stimulus is a word or a
nonword. In lexical decision, the influence of lexical neighbourhoods depends
on whether the stimulus is a word or nonword. For a response of ‘word’ for
a word (e.g. kite), participants are more quickly able to answer if the word is
from a dense neighbourhood than a sparse neighbourhood. For a response of
‘nonword’ for a nonword (e.g. gite), participants are more quickly able to an-
swer if the nonword is from a sparse neighbourhood. Both patterns make sense
if words are organised into lexical neighbourhoods. A word in a dense neigh-
bourhood will activate a relatively large number of other words, prompting the
participant to respond ‘word’. For a nonword in a sparse neighbourhood, there
will be relatively few words that are activated, so the ‘nonword’ response will
not receive much competition.1

Further evidence for the activation of lexical items in processing comes from
research on the time course of spoken-word recognition using eye-tracking
equipment. In these experiments, participants are given verbal instructions to
manipulate objects represented by icons on a computer screen. Before an object
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can be manipulated, the participant must fixate their gaze upon the object to
co-ordinate the movement of the computer cursor to the object. By examining
when participants fixate on an object relative to when the name of that object is
spoken, it can be demonstrated that participants begin looking at objects before
the entire name has been spoken, and further that they are much more likely
to fixate on the target object or a lexical neighbour of that object than on a
phonologically unrelated object (Allopenna, Magnuson, and Tanenhaus 1998).
Assuming that the probability of fixation on an object is a monotonic function
of the activation strength of the object’s name, the patterns of fixation compare
well to a model of phonological processing based on activation and competition.
Allopenna et al. (1998) present simulations using the TRACE model (discussed
in section 2.3) that provide a very good fit to their eye-tracking data. Overall,
we find consistent evidence that the auditory input in speech perception and
spoken-word recognition triggers the activation of word and segment units that
compete with one another to be recognised as the percept.

2.2 Phonological encoding in speech production

The study of speech production has primarily focused on speech errors that
occur in spontaneous speech or in error-inducing experiments. In a speech
error, some phonological unit is misproduced. Such errors primarily occur from
misordering elements in the speech plan, though in some cases no source for the
error is apparent. Errors can occur at the level of the phrase, word, morpheme,
or segment, with segmental errors being the most common (Fromkin 1971).
Examples of segmental speech errors are given in (1).

(1) frish gotto for fish grotto
blake fruid for brake fluid
spicky point for sticky point

In speech errors between segments, errors occur most commonly between
segments that share many distinctive features. For example, pairs like p/t, r/l,
and s/z have a high error rate, while pairs like p/r and s/m have a low error rate.
In other words, errors occur more commonly between segments that are similar
to one another. Frisch (1996: ch. 4) analysed consonant-error data for English
from portions of two naturally occurring speech-error corpora, the Arizona-
MIT corpus (Shattuck-Hufnagel 1979) and the Stemberger corpus (Stemberger
1991). Table 11.1 shows the number of errors in each corpus for each level of
similarity in the ‘observed’ column. Similarity was computed using a metric
based on shared features and natural classes (Frisch, Pierrehumbert, and Broe
2004). The number of errors that would be expected if errors were randomly dis-
tributed is given in the ‘expected’ column. The relative error rate (the observed
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Table 11.1. Consonant segment errors aggregated by similarity for two
naturally occurring error corpora

MIT-Arizona corpus Stemberger corpus

Similarity Observed Expected O/E Observed Expected O/E

0–0.1 72 519.3 0.14 26 197.1 0.13
0.1–0.2 246 416.5 0.59 98 178.0 0.55
0.2–0.3 234 113.5 2.06 100 57.1 1.75
0.3–0.4 195 88.2 2.21 82 40.6 2.02
0.4–0.5 288 93.1 3.09 131 31.8 4.12
0.5–0.6 238 42.4 5.61 82 14.4 5.68

divided by the expected) is given in the ‘O/E’ column. Table 11.1 shows that
error rate between consonants is clearly highly dependent on similarity.

At the word level, errors also tend to occur between words that are similar.
For example, in error-inducing experiments, words with the same vowel are
more likely to interact in a consonant error (e.g. bad back for mad back) than
words that do not share a vowel (e.g. bade back for made back, Dell 1984). In
segment errors within polysyllabic words, prosodic similarity is also relevant.
Errors are more likely to occur between segments in similar word and stress po-
sitions (Frisch 2000; Shattuck-Hufnagel 1992). In errors between whole words,
similarity also plays a role. Errors of whole-word substitution are more likely
for words that share several segments. Examples include the substitution of
recession for reception, liberal for liveable, and the blending of correlated and
corroborated to produce corrobolated (Fromkin 1971).

As in the case of speech perception, the common patterns of speech-error
production described above can be accounted for by a processing model based
on activation and competition between phonological units. Segments that share
features will activate one another via those shared features, increasing the likeli-
hood that a similar, but incorrect, segment will be selected for encoding instead
of the intended segment. Analogously, words that share segments will activate
one another based on those shared segments, increasing the likelihood that a
similar word or part of a word will be selected for encoding instead of the
intended item.

2.3 Models

In both perception and production research, connectionist models that employ
spreading activation have been most successful at accounting for the effects of
activation and competition in language processing in both error-free and error
performance (see Elman, Bates, Johnson, Karmiloff-Smith, Parisi, and Plunkett
1996 for an introduction). These models simulate parallel processing over a
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bat  cat beat  keep  beep  cap word 

k  b  it  t  ip p  onset/rhyme 

 i t  p segment 

LAB  COR DOR  -cons  +cons  -son  +son  -cont  +cont  feature 

Figure 11.1 Model of phonological encoding, following Dell 1986. Phono-
logical words activate intermediate phonological levels, which in turn activate
phonological features to be encoded for articulation.

large set of simple units. Each unit, or node, has an activation level. Nodes are
grouped into layers as in figure 11.1. The layers commonly reflect hierarchical
layers of linguistic units, such as words, syllables, segments, and features. Each
model has an input layer and an output layer that represent the interface between
the processing model and semantic, auditory, or articulatory systems. In a model
of speech production, words are the input, and the output is a set of segments,
features, or articulatory gestures. In a model of speech perception, the input
would be acoustic data, distinctive features, or segments, and the output would
be a set of units that represent word meanings. In between the input and output
are one or more layers of hidden units. These layers represent intermediate levels
of representation or intermediate stages of processing. In the case of feature-
to-word models or word-to-feature models, intermediate layers could include
morphemes, syllables, onsets, rhymes, and segments. For example, the TRACE
model of spoken-word recognition (McClelland and Elman 1986) has an input
feature layer that roughly corresponds to the acoustic features of Jakobson,
Fant, and Halle (1952), a word layer for output, and a (hidden) phoneme layer
in between.

Processing in a connectionist model is simple. Activation is spread between
nodes via weighted connections. In most models, connections are bidirectional,
so the units on either end will excite one another when activated, or inhibit
one another when not activated. In each time unit of processing, each node’s
activation level is adjusted according to the amount of excitation and inhibition
it is receiving (which is a function of the activation level of nodes connected to
it and their connection strengths).
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The Dell (1986) model of phonological encoding for speech production,
shown in figure 11.1, uses word, syllable, onset, rhyme, segment, and feature
nodes. Phonological encoding in this model is simulated by first activating a
word that is to be produced (e.g. keep). This word spreads activation to corre-
sponding onset and rhyme nodes (e.g. /k/ and /ip/), which in turn activate their
corresponding segments (e.g. /i/, and /p/) and features (e.g. [+DOR], [−son]).
The onset and rhyme units also activate other words (e.g. cat and beep) that will
introduce competition for the production of the correct segments. The model
is run for a number of cycles of spreading activation, after which the most ac-
tive onset, nucleus, and rhyme segments are selected to be the segments that
are encoded. Since the Dell model contains a feature level, it can account for
many of the basic facts of segmental speech errors. Similar segments will be
activated by shared features, and so will be more likely to be selected for one
another, producing an error. In addition, the shared segment nodes between
words will cause words with similar segments to be more likely to interfere
with one another and result in a speech error.

In some models, the activation of one node inhibits the activation of another
node. In the TRACE model of word recognition, words that share segments in-
hibit one another. Effectively, words in TRACE compete for the segments that
are activated by the acoustic feature input. This competition will produce many
of the lexical neighbourhood effects discussed above. Words with many neigh-
bours will receive a great deal of inhibition from similar words, and so will be
harder to activate over their threshold level. Frequency effects are incorporated
in these models by giving units different thresholds of activation for encoding.
High-frequency units require less activation to fire than low-frequency units, so
high-frequency units are more reliably encoded. Also, high-frequency neigh-
bours to a word will provide more competition than low-frequency neighbours
to a word as high-frequency neighbours will be more likely to fire when only
partially activated.

2.4 The problem of serial encoding

In spoken-word recognition and speech production, language processing un-
folds over time. In processing language over time, it is important not only to
recognise or produce the appropriate linguistic units as discussed above, but
to also recognise the correct order of elements. The words pat, tap, and apt
all involve the same segments, and it is their ordering that differentiates the
words. A wide range of psycholinguistic studies have shown that sequences
with repeated items are more difficult to process than those that do not con-
tain repetition. Presumably, the problem is that repetition introduces a potential
confusion in the linear ordering. For example, when producing Julius Caesar’s
seizures, there is high phonological similarity between Caesar’s and seizures.
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All segments but one are repeated, and the two distinct segments /z/ and /�/ are
highly similar. The likelihood of a speech error is high, as after planning the
sequence /si/, it is potentially unclear whether this is the first /si/ in Caesar’s
or the second /si/ in seizures, and the sequences /siz/ and /si�/ must both be
planned. Consistent with this example, it has been found that sequences con-
taining repeated segments have higher speech-error rates, in both laboratory
experiments and naturally occurring errors (e.g. Dell 1984; Stemberger 1983).

It might at first appear that the repetition problem would only exist for produc-
tion, as there is no serial planning that must take place in perception. However,
there is the possibility for perceptual confusion as well in cases where items
are repeated. In the case of Caesar’s seizures the perceptual system must de-
termine that there were two distinct productions of the repeated segments. For
example, whatever perceptual mechanism indicates that an /s/ is being heard at
the beginning of the first word must be reset before the next word arrives (see
MacKay 1970 for a neurologically based account of this phenomenon). If /s/ is
activated at the beginning of the next word, is it because there was an /s/ in the
previous word, or because a new /s/ has come along? The problem is most acute
in cases of immediate repetition of a segment (Boersma 1998). For example,
the segmental difference between heavy oak and heavy yoke is the presence of
a /j/ onset on the second word (/i#o/ versus /i#jo/). But, phonetically /i/ and /j/
are basically the same. Unless there is a pause between the words, it is difficult
to determine whether /j/-like transitions into the /o/ are the result of coarticula-
tion from a previous /i/ or from a distinct /j/ segment. There is no point during
the juncture where the perceptual system can determine that the /i/ has ended
and a /j/ begun. This does not imply that it is impossible to perceive a contrast
between heavy oak and heavy yoke. Additional phonetic cues are present, such
as the overall duration of the [i/j] and the presence or absence of glottalisation
at the word juncture. However, these cues rely on suspending judgement on the
identity of a portion of speech until sufficient evidence is accumulated to re-
solve the uncertainty. So, as in the case of production, there is a certain amount
of encoding and sequencing that takes place during perception.

There is substantial evidence that a certain amount of time is required for
the perceptual system to detect an item and reset itself to detect the same item
again. In visual perception of words, there is a well-known phenomenon of rep-
etition blindness (Ericksen and Shutze 1978; Kanwisher 1987). In experiments
using very rapid presentation of word sequences, repeated items are sometimes
perceptually fused and reported only once, even though there is a brief period
of time in between stimulus presentations in which a blank screen is presented.
This effect has even been shown for repeated letters within words. For example,
in a very rapid presentation of the visual sequence tell, shell, oe, the repeated
letter sequence ell is often perceived only once, such that participants report
seeing tell, shoe (Morris & Harris 1997).
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Analogous perceptual errors on repetition in rapidly presented auditory stim-
uli have also been reported. Participants listening to rapid sequences of words
(that must be artificially sped up to produce the effect) can miss a repeated
item, reporting it only once (Miller and MacKay 1994). The same effect has
also been found at a more abstract level. MacKay and Miller (1994) played
rapid sequences of words in which each phonological word was distinct, with
no repetition, but the sequence did contain a sequence of near synonyms. In
this case, repetition at the semantic level also produced an increase in misre-
porting what was heard. Thus, we might conclude that the repetition effect is
not entirely auditory or articulatory, but instead results from the need to parse
a sequence into discrete units at several levels of abstraction.

Processing difficulties that result from repetition can also be found at the
morphological level. Stemberger and MacWhinney (1990) examined morpho-
logical errors where speakers fail to mark a past tense verb correctly. For
example, the past tense of kid is kidded, producing a sequence containing
repeated /d/ segments. Speech errors in which the past tense was intended
but not marked (e.g. kid for kidded or walk for walked) were more frequent
in the case where the word final segment was phonologically similar to the
past tense morpheme. In other words, they found a much higher error rate in
cases where past tense marking would produce a repeated sequence of similar
segments.

2.5 Models of phonological encoding

Many connectionist models of language processing have been adapted from
models of reading isolated words, and so do not address the process of seri-
alisation. Serialisation is an integral part of spoken language processing, even
for isolated words. As activation-based models of language processing have
evolved they have begun to address the problem of serial encoding (e.g. Hartley
and Houghton 1996). One solution to the problem is to add a set of sequencing
nodes that are interconnected with excitatory and/or inhibitory links that would
cause them to activate and deactivate in sequence (e.g. Dell, Burger, and Svec
1997). The representation of each word is tied to this cascade of sequencing
nodes so that the words’ segments (and their corresponding features) would
become activated in the correct order. A simplified example of a model of this
type is shown in figure 11.2. This model is one example of a model to produce
English syllables that is a modification of the Dell 1986 model. The sequencing
nodes correspond to the abstract structural units of onset, nucleus, and coda.
Activation begins with an abstract word node, which in turn activates the seg-
ments of the word and the onset node. Over time, activation of the onset node
builds. Activation also begins to build in the nucleus. As activation builds in
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word 
 

bat cat  beat  keep    
       sequence 
 

    ons  nuc coda  
 

 

 

 

 
b k   i t p  

segment 

Figure 11.2 Structural model of sequential processing. Independent onset,
nucleus, and coda nodes are linked to syllables and their corresponding seg-
ments. Activation spreads so that the onset fires first, the nucleus fires second,
and the coda fires third.

the nucleus, the activation level of the coda also begins to build. After the onset
fires, its activation is lost, and the nucleus is the next most activated element.
Once the nucleus fires, activation will continue to build in the coda, until the
coda fires. As each sequencing node fires, the most activated segment node is
selected to be encoded in that position.2

3 The segmental OCP

The phonological phenomena to be accounted for by these language processing
models are long-distance similarity avoidance constraints for segments within
the lexical patterns of a language. The most well-known of these, the conso-
nant co-occurrence restrictions in the triconsonantal root morphemes of Arabic,
were formalised by McCarthy (1986, 1988) using the Obligatory Contour Prin-
ciple (Goldsmith 1979). The OCP prohibits the repetition of elements on an
autosegmental tier. McCarthy proposed, in the case of Arabic, that the OCP
is parameterised to operate on privative place of articulation tiers, blocking
the generation of a root that contains repeated homorganic segments as C1C2,
C2C3, or C1C3. McCarthy also proposed that each place of articulation tier
could be selectively sensitive to manner features. These technical refinements
to the OCP-Place constraint in Arabic were necessary to account for the fact
that roots with C1C2 such as those in (2) are not found while those in (3) are
relatively rare and those in (4) are quite frequent.
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(2) */b m h/
*/t d h/

(3) ?/d s h/
?/t ʃ h/

(4) /d n h/
/t r h/

Segmental OCP effects are found in a wide variety of languages. Place-
based consonant co-occurrence constraints are prevalent in the Semitic lan-
guages (Bender and Fulass 1978; Buckley 1997; Greenberg 1950; Hayward and
Hayward 1989; Koskinen 1964). They have also been found in unrelated lan-
guages, including Hawaiian and Serbo-Croatian (MacKay 1970), Ngbaka (Broe
1995), English (Berkley 1995; Frisch 1996), French (Plenat 1996), Italian
(Frisch, Pierrehumbert, and Broe 2004), Javanese (Mester 1986), Russian (Pad-
gett 1992), and other languages (Yip 1989). Across languages, there appear to be
differences in the details of the co-occurrence restrictions for homorganic con-
sonants. For example, in Ngbaka the co-occurrence restrictions are limited to
a very few homorganic consonant pairs, and most homorganic consonant com-
binations are allowed. In Arabic the co-occurrence constraints forbid nearly all
homorganic consonant pairs.

When the segmental OCP constraints within a particular language are ex-
amined more closely it becomes apparent that homorganic segments are con-
strained to different degrees, suggesting that the all-or-nothing autosegmen-
tal OCP cannot properly explain the patterns. Pierrehumbert (1993) observed
that the Arabic consonant co-occurrence constraints depend on the similar-
ity of the homorganic consonant pairs involved. For example, the alveolar
consonants divide into distinct series of obstruents and sonorants, where co-
occurrence between the series is frequent, while co-occurrence within the series
is uncommon (Greenberg 1950; McCarthy 1994). Frisch, Pierrehumbert, and
Broe (2004) showed that many additional sub-patterns of stronger and weaker
co-occurrence restrictions can be identified for consonant pairs in Arabic.
Table 11.2 gives rates of consonant co-occurrence for different levels of conso-
nant similarity for adjacent and nonadjacent Arabic consonant pairs. Similarity
is computed using features and natural classes as described in Frisch, Pierre-
humbert, and Broe (2004). Nonhomorganic consonant pairs have a similarity
value 0, and identical pairs have a value of 1. Observed and expected totals are
taken from an on-line version of Wehr’s dictionary (Cowan 1979) that contains
native and assimilated Arabic triconsonantal roots (Pierrehumbert 1993). Rel-
ative occurrence of the combinations (observed divided by expected) is also
given, and shows a consistent decrease in co-occurrence rate as similarity in-
creases. There is also a higher rate of co-occurrence for similar but nonadjacent
consonant pairs, suggesting that distance between segments also plays a role in
the constraint.
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Table 11.2. Consonant co-occurrence between Arabic consonants that are
adjacent (C1C2 or C2C3) and nonadjacent (C1C3) in the root by homorganic
consonant pair similarity, along with mean wordlikeness ratings on a 1–7
scale from a group of 24 native Arabic speakers

Adjacent Nonadjacent Wordlikeness

Sim Obs Exp O/E Obs Exp O/E Rating

0 2978 2349.3 1.27 1411 1248.4 1.13 3.3
0–0.1 451 365.2 1.23 219 203.2 1.08 –

0.1–0.2 492 550.6 0.89 308 283.7 1.09 3.0
0.2–0.3 151 260.2 0.58 96 124.2 0.77 2.9
0.3–0.4 29 131.2 0.22 50 67.0 0.75 2.7
0.4–0.5 14 180.2 0.08 75 103.2 0.73 2.7
0.5–0.6 3 40.8 0.07 8 25.0 0.32 –
0.6–1 0 90.2 0.00 13 40.4 0.32 1.8
1 1 199.6 0.01 16 103.9 0.15 2.5

Despite the gradience and lexical nature of the similarity avoidance con-
straint, these patterns are learned and generalised by native speakers. Frisch
and Zawaydeh (2001) conducted an experiment in which novel verb forms
were given to native Jordanian Arabic speakers for well-formedness judge-
ments. Frisch and Zawaydeh found that verbs from novel roots with OCP vio-
lations were judged less acceptable than verbs without violations. This was the
case even when the consonant pairs in the nonviolating root were unattested in
the lexicon (i.e. an accidental gap). The rightmost column in table 11.2, adapted
from Frisch and Zawaydeh, gives average wordlikeness judgements for novel
forms across a variety of similarity levels. These data show that influence of
similarity on consonant co-occurrence in the lexicon is part of the productive
phonological knowledge of Arabic speakers.

In the other languages that have been examined statistically for OCP-Place
effects, gradient patterns of co-occurrence have also been found (Berkley 1995,
2000; Buckley 1997; Frisch, Pierrehumbert, and Broe 2004). In each of these
cases, similar homorganic consonant pairs are found to be more restricted than
dissimilar homorganic consonant pairs, and distance between the consonants
reduces the influence of similarity. In some cases, there are no categorical
consonant co-occurrence restrictions, but OCP-Place effects are still found as
a statistical influence on lexical patterns.

OCP-Place effects in English provide an interesting example of the gradient
OCP. There are some gaps in the English lexicon that have traditionally been
attributed to the OCP. Davis (1984) discusses a gap of the form sCiVCi, where
the Ci are identical noncoronals (e.g. *spop, *skik and longer words that contain
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analogous sequences). Coronal forms are robustly attested as in state, stoat,
stat(istic), stet, and astute. Davis analysed these patterns as the result of a
categorical OCP constraint that is active over sCVC sequences, where coronals
have special status. However, a quantitative analysis of the English lexicon finds
that sequences of CiVCi are disfavoured more generally (Berkley 1995, 2000;
Frisch 1996: Pierrehumbert 1994). It appears that Davis’ categorical gap is just
an extreme case of the more general pattern of similarity avoidance in English.
Frisch (1996; ch. 10) analyses the gap in noncoronal sCiVCi sequences as a result
of the combined effects of the gradient OCP and a low expected probability of
combination of noncoronal sCiVCi.

Similar segmental OCP constraints have also been found for laryngeal fea-
tures (Ito and Mester 1986; MacEachern 1999; Steriade 1982). For example,
MacEachern (1999) examined eleven languages that have constraints prohibit-
ing repeated or similar laryngeal specifications within morphemes. As in the
case of OCP-Place, the laryngeal co-occurrence constraints across different
languages constrain co-occurrence to different degrees. MacEachern showed
that the co-occurrence constraints follow a cross-linguistic implicational hier-
archy based on similarity. If a language allows two segments with relatively
similar laryngeal specifications, such as an ejective and a glottal stop, then
the language will also allow two segments with relatively dissimilar laryngeal
specifications, such as an ejective and /h/. In earlier work, MacEachern (1997)
analysed these languages with a *SIMILARITY constraint hierarchy, directly
encoding the similarity avoidance constraint. This was later replaced with an
analysis using conjoined constraints that ban repeated feature specifications,
but the implication that the constraint depends on segmental similarity remains
the same.

In the case of Arabic, repeated identical consonants are restricted to the
strongest degree of all, and they generally do not occur. For a functional simi-
larity avoidance constraint, identity is the worst possible violation. However, in
many languages that have segmental OCP effects, identical segments are treated
differently than segments that are highly similar but nonidentical. For example,
in Peruvian Aymara, combinations of nonhomorganic ejectives (e.g. /t’/ and
/k’/) or homorganic ejectives and aspirates (e.g. /t’/ and /th/) are prohibited,
but two identical ejectives or two identical aspirates are allowed (MacEachern
1999). In Ngbaka, repeated similar homorganic segments are not allowed (e.g.
/p/ and /b/, /b/ and /m/) but repeated identical segments are allowed (Broe 1995).
The greatest challenge to the similarity avoidance account is how, in some lan-
guages, identity provides a special case that is not considered a violation. The
architecture of the language processing module provides a potential solution to
this dilemma which is discussed below.

The fact that segmental similarity avoidance constraints appear to be gradient
provides important evidence that they are functionally motivated. While many
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phonological processes are categorical, phonotactic constraints over the lexicon
need not be. The lexicon is a large database of phonological patterns. These
patterns are potentially influenced by external forces and change over time. It is
therefore reasonable to conclude that functional constraints will be directly re-
flected in phonotactic patterns. In other words, functionally poor patterns will be
scarce to the extent that the patterns are poor, and functionally good patterns will
be frequent to the extent that the patterns are good. The distribution of patterns
in the lexicon can capture the graded nature of phonetic and cognitive functional
constraints. These patterns are generally not categorical in their influence on
linguistic performance and their impact on the lexicon need not be categori-
cal either. However, this is not meant to imply that the functional patterns are
irrelevant to formal linguistic theory. There are a number of cases where the
OCP has been used to account for categorical patterns in morphophonological
processes (e.g. McCarthy 1988). It is unsatisfactory to consider gradient cases
of segmental similarity avoidance as completely unrelated to categorical cases
of segmental similarity avoidance. Rather, it is likely that the morphophono-
logical OCP effects are the result of the same functional similarity-avoidance
constraint. In these cases the functional constraint has been grammaticised and
regularised into a categorical pattern.

A second place where gradient phonological processes can be observed is in
sociolinguistic variation. In fact, there is a particularly well-studied case of a
variable dissimilation constraint in dialects of English that also sheds some light
on the issue of grammaticalisation of functional constraints (Labov 1971; Guy
1991). In a pattern that is analogous to the errors in nonmarking of past tense
studied by Stemberger and MacWhinney (1990), varieties of African American
Vernacular English have systematic, but variable, nonmarking of past tense in
cases where repetition of similar segments would result, as in (5).

(5) [spat] − [spatəd] ‘spotted’
[�aId] − [�aIdəd] ‘guided’

Guy (1991) refers to this process as variable t-deletion. Patterns of t-deletion are
not limited exclusively to past tense morphology or to cases of repetition and
the process appears to be phonological rather than morphological. However,
contexts where the morphology would introduce repetition show the highest
rates of t-deletion, suggesting that the origin of the deletion pattern was in
that context and subsequently the pattern has spread more generally through
the lexicon. This change in progress could play out in any number of ways,
resulting in categorical patterns that only partially reflect the original functional
motivation for the change.

There is another phonological phenomenon that, in general, should share
common properties with the segmental OCP constraints. These are harmony
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constraints. Harmony promotes assimilation, rather than dissimilation. As with
the similarity avoidance constraints, I am primarily concerned here with non-
local harmony. Cases involving assimilation of adjacent segments can be anal-
ysed as the result of articulatory simplification, and in these cases, repetition is
avoided by reducing a sequence of gestures into a single one (see Jun, this vol-
ume). Harmony patterns provide a challenge to a functionally grounded account
of similarity avoidance. In addition, there are cases of long-distance consonant
assimilation. Any theory that predicts that similarity is problematic for language
processing would predict that harmony would be a functionally poor pattern.
However, there are many other cases where distinct functional tensions push
in opposite directions. The most well known is the tension between economy
of articulatory effort and maximisation of acoustic distinctiveness (Lindblom
1990; Jun, this volume; Kirchner, this volume). In the Optimality-Theoretic
approach to functional explanation of synchronic patterns, the resolution of
these tensions is resolved one way or another through a language-particular
constraint ranking. Thus, it may merely be the case that some languages place
the functional value of repetition avoidance above the value of harmony, while
others do the reverse. This is clearly a fruitful topic for further research (see
Kaun, this volume, for further discussion).

4 The language-processing account

The primary conclusion of this chapter, that segmental OCP constraints can be
attributed to processing difficulty during serialisation of the segments of a word,
has been independently proposed by Berg (1998: 88–98). Berg points out that
serialisation is particularly problematic in the case of Arabic, where consonant
sequences in root morphemes could easily be confused. Berg and Abd-El-Jawad
(1996) present evidence that Arabic consonants are unusually susceptible to
speech errors that involve consonant segment reordering, as shown in (6).

(6) /takriib/ for /takbiir/ ‘glorification’
/maraaʕiʃ/ for /maʃaaʕir/ ‘feelings’

Berg claims this error pattern can be attributed to the nonconcatenative morphol-
ogy of Arabic. Prunet, Béland, and Idrissi (1999) present additional evidence
that this is the case. They examined the productions of a bilingual Arabic and
French speaker with aphasia. They found he made many misordering errors in
Arabic, while those errors were systematically absent in French.

Arabic root structure provides a case where the language is particularly vul-
nerable to the problem of serialisation during production. Berg argues that
segmental OCP effects in Arabic are present because the nonconcatenative
morphology makes Arabic particularly vulnerable to the processing difficulty
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caused by repetition. This vulnerability can be explained by the model of serial
encoding presented above. In Arabic, the connections between the root conso-
nants and the sequencing nodes would be weak because the root consonants
appear in different syllable positions in the verb form, adjacent to a variety of
vowels. Examples for the root /ʃ r b/ are shown in (7).

(7) ʃariba ‘he drank’
ʃurba ‘a drink’
maʃrabun ‘tavern’

Since segmental OCP effects are also found in languages that do not have
nonconcatenative morphology, it must be the case that repetition difficulty is a
universal of language processing, though the effects of the constraint may be
weaker or stronger depending on the other aspects of a language’s phonology
and morphology. Similarity avoidance in Arabic is particularly strong due to the
special problems of sequencing segments in a nonconcatenative morphological
system.

Boersma (1998: 415–40) also takes a phonetic approach to the OCP. Boersma
primarily focuses on a perceptual difficulty with repetition, in particular in the
case of parsing a sequence of segments where there is immediate repetition. In
order to aid recoverability, a language might use epenthesis between repeated
consonants. Alternatively, a language might block vowel deletion in cases where
repeated identical segments would then result. Boersma considers the percep-
tual motivation for the OCP to be valid only for adjacent segments. For distant
segments, he proposes an articulatory constraint on repetition similar to that of
Berg (1998). However, a perceptual motivation for long-distance dissimilation
should not be so readily dismissed. In speech perception, a listener must take a
rapid stream of air pressure fluctuations and turn it into a sequence of segments,
words, phrases, and clauses. Given the high rate of information conveyed in
speech, the identification of segments must be very rapid, and consequently
may be considered cognitively difficult. A robust speech-perception module
has to deal with many cases of missing information or ambiguity (see Wright,
Frisch, and Pisoni 1999 for an overview). One possible aid is higher order in-
formation, such as the knowledge of the identity of a word being used to supply
information about the segments in that word. Thus, the perceptual system does
not want to immediately commit to any particular percept of a segment, as addi-
tional information might cause a change in the identity of missing or ambiguous
segments. If segmental decisions are delayed, or stretched out over time some-
what (i.e. they last longer than the fleeting acoustic pattern corresponding to
the segments of the word), then repetition of similar segments within a word
may result in blending of perceptual traces and consequently a misperception.
For example, the mechanism that recognises segments might still be gathering
information about the identity of the first segment in a CVC word when the third
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segment is spoken. In that case, the new and old consonants would interact and
compete, possibly interfering with proper encoding.

Given the preceding discussion, the account of long-distance similarity avoid-
ance constraints is a relatively simple one. Psycholinguistic research and models
of language processing suggest that processing repeated items is difficult. In
the cases of segmental OCP constraints for place features or laryngeal features
discussed above, it appears that repeated gestures using the same articulator are
avoided.3 This is a processing-based explanation, and from a purely phonolog-
ical standpoint this level of detail is sufficient as a tentative explanation of the
prevalence of similarity avoidance constraints in the world’s languages.

4.1 Further predictions

Greater insight into the nature of segmental OCP effects can be gained by consid-
ering whether additional phonological predictions can be made by a processing-
based account. Activation-based models of lexical access and phonological
encoding provide a good basis for an account of the repetition constraint. In
particular, activation and competition in these models is sensitive to the simi-
larity of phonological units, so segments will compete with one another to the
extent that they are similar. Whether the processing model uses some type of ac-
tivation cascade or is based on a recurrent network, repeating similar items will
create competition between the repeated segments, thus disrupting serialisation.

There is a second aspect of these models of serialisation that has not, so
far, been discussed. As the serial processing of a word progresses, elements
that have been successfully encoded have a greater and greater influence on
the encoding of the remaining segments. For example, in the cohort model
of spoken-word recognition, the candidate set of competing words narrows
as phonetic input is processed, until finally a unique candidate is activated
(Marslen-Wilson and Welsch 1978). For example, upon hearing [kh], many
words are possible (e.g. cat, cut, cute, kite, kit). Once most of the segments in
a word have been perceived, it is very likely that lexical access will converge
on the correct word, and very unlikely that any segment will become highly
activated unless it is a possible completion of the word. For example, after
[khep] there are only a few possibilities (capes, caped, caper, capon). A similar
context effect has been demonstrated in speech production. Sevald and Dell
(1994) showed that it is more difficult to say sequences of words in which
initial segments are repeated (e.g. cat cab) than it is to say words in which
final segments are repeated and initial segments are not repeated (e.g. cub tub).
This is another example of the repetition effect. For cat cab, the repeated word-
initial segments increase the amount of competition between words, making it
more difficult to encode the correct final segment (/t/ or /b/). However, in cases
where the repeated segments are word final (cub tub) there is no evidence of
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Table 11.3. Onset and coda consonant co-occurrence in English
monomorphemes as a function of homorganic consonant similarity. Data are
given separately for each of the first three syllables

Syllable 1 Syllable 2 Syllable 3

Sim Obs Exp O/E Obs Exp O/E Obs Exp O/E

0 1258 1099.6 1.14 558 491.2 1.14 101 99.4 1.02
0–0.1 145 143.2 1.01 64 66.2 0.97 13 17.2 0.76

0.1–0.2 317 275.1 1.15 227 213.7 1.06 67 49.4 1.36
0.2–0.3 162 150.5 1.08 146 117.1 1.25 39 30.3 1.29
0.3–0.4 98 112.6 0.87 61 71.9 0.85 16 17.0 0.94
0.4–0.5 42 73.6 0.57 29 44.4 0.65 14 20.2 0.69
0.5–0.6 56 92.8 0.60 65 79.9 0.81 20 26.3 0.76
0.6–1 14 35.7 0.39 24 31.4 0.76 11 8.2 1.34

lexical competition, and the activation of repeated segments actually facilitates
encoding.

Since preceding context helps to ensure correct encoding of later segments
in the word, it should be the case that the influence of the segmental OCP
constraint is sensitive to preceding context. In other words, the negative ef-
fects of repetition on processing should be ameliorated somewhat for repeated
segments that occur nearer to the end of lexical items. This hypothesis has
been investigated for English and Arabic OCP-Place constraints (Frisch 1996,
2000). A comparison of the strength of OCP-Place constraints for Arabic C1C2

and C2C3 consonant pairs found some evidence that the C2C3 constraints are
weaker (Frisch 2000). In English, where the overall OCP-Place constraint is not
as strong as in Arabic, there is also evidence that the constraint is weaker nearer
to the end of lexical items. Table 11.3 shows relative rates of co-occurrence
(O/E) for similar homorganic onset and coda consonant pairs in CVC syllables
of English monomorphemes for each of the first three syllable positions in the
word. Similarity of the consonant pairs is determined using features and nat-
ural classes (Frisch, Pierrehumbert, and Broe 2004). Identical consonant pairs
are not included, as the details of identical consonant co-occurrence in English
are complex (see Frisch 1996 for discussion). While the data for later sylla-
bles in the words are somewhat sparse, there is a clear trend towards greater
co-occurrence. There is higher O/E for OCP-Place violations away from the
beginning of the word, especially in the third syllable. In the third syllable, there
is no clear evidence of a segmental OCP constraint.

There is one further sub-regularity in the OCP-Place constraints of Arabic,
and it too provides evidence that quantitative patterns in the lexicon reflect
the subtle influence of functional processing constraints. Note that the anal-
ysis of the segmental OCP as a similarity avoidance constraint predicts that



The language-processing account 365

Table 11.4. Influence of consonant
probability on Arabic onset and
coda consonant co-occurrence

Consonant probability

Sim Low High

0 1.30 1.25
0–0.1 1.17 1.26

0.1–0.2 0.56 1.08
0.2–0.3 0.26 0.72
0.3–0.4 0.14 0.25
0.4–0.5 0.05 0.08
0.5–0.6 0.00 0.09
0.6–1 0.00 0.00
1 0.00 0.01

all consonant combinations of relatively equal similarity should be relatively
equally represented as violations of the constraint. In fact, however, the dis-
tribution of violations of the OCP within a similarity group is unequal, and
appears to be influenced by consonant frequency. Table 11.4 shows consonant
co-occurrence for violations of the OCP-Place constraint in Arabic divided into
high-frequency and low-frequency consonant groups. Relative to their expected
frequency (O/E), high-frequency consonant pairs are more likely to appear as
OCP-Place violations than low-frequency consonant pairs. Since the O/E mea-
sure takes expected frequency into account, it appears that high-frequency con-
sonant pairs are less constrained by the OCP than low-frequency consonant
pairs. This sub-regularity can be accounted for by lexical processing models
that use activation/competition.

Recall that lexical neighbourhoods are an important influence on lexical pro-
cessing. Also note that high-frequency consonants are found in words in dense
lexical neighbourhoods, and low-frequency consonants are found in words in
sparse neighbourhoods. In this case, the frequency-based difference in O/E for
equivalent OCP-Place violations can be seen as a lexical neighbourhood effect,
or equivalently as the influence of particular word exemplars on the constraint.
If a particular consonant pair is attested as a violation of OCP-Place, it is likely
that the violation can serve as a template for other words to violate the con-
straint using the same consonant pair. Since high-frequency consonant pairs are
more frequent than low-frequency consonant pairs, it is more likely that a high-
frequency violation will be found in the lexicon. If this violation then serves as
an analogical model, the effect will be one where the ‘rich get richer’, as the
violation is supported by its lexical neighbours. In other words, already high-
frequency consonant pairs gain an additional advantage due to neighbourhood
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density that will make them more robust violators of OCP-Place than low-
frequency consonant pairs.

As in the case of the gradient nature of the constraint itself, the further
gradient effects of position-in-word and consonant frequency on the segmental
OCP provide additional evidence that the constraint is functionally motivated.
If the OCP constraint were a purely formal feature co-occurrence restriction,
these processing factors should have no effect on the constraint, and gradient
interactions such as these should not be found.

4.2 The reduplication problem

There is one other unresolved challenge to a functionally based segmental
OCP constraint. Languages sometimes employ reduplication as a morphologi-
cal process. Reduplication creates sequences of repeated segments. It could be
that reduplication shares some of the benefits of vowel harmony, as discussed by
Kaun (this volume). However, reduplication has been a long-standing problem
for connectionist models of language processing, so it would be worth consid-
ering more carefully how reduplication and processing interact. Using standard
models and training procedures, neural networks cannot learn to generalise
the copying process in reduplication to words outside of the training set. This
contrasts with other morphological processes like affixation and nonconcate-
native morphology, where generalisation to novel words is automatic (Gasser
1998). The lack of automatic generalisation for reduplication in connectionist
models appears to be a substantial failure in their ability to provide a general
processing model for reduplication. One solution to processing reduplication is
to implement a special module in the model that performs the copying when it
is needed. This module is similar to the recurrent layer of a recurrent network,
providing a memory for the items to be reduplicated. Thus, in a language with
reduplication, it may be that special processes are developed to circumvent the
repetition problem for reduplicative morphemes.4

Though this solution might appear ad hoc, it actually sheds light upon an
outstanding problem in the cross-linguistic pattern of similarity avoidance con-
straints. Recall that some languages appear to have an exception to the la-
ryngeal or place-based OCP constraint for identical segments. The functional
difficulty in processing identity, and only identity, can be avoided via a recurrent
repetition structure of the same sort that is used for reduplication. While repeated
identical segments can benefit from a repetition node, similar but nonidentical
segments can never be aided in this manner, as they are not true repetitions.
Whether the dissimilarity constraint is based on gestural or perceptual diffi-
culty, there is no way to implement a special copying process for nonidentical
segments, so highly similar but nonidentical segments will always be function-
ally bad. Since maximally similar but nonidentical segments are always the
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most restricted, the special needs of the processing model offers an account of
a cross-linguistically true generalisation about long-distance segmental OCP
effects that has not previously been explained (cf. MacEachern 1999). Treating
certain OCP problems in parallel with reduplication has also been proposed in
formal analyses of the OCP (see Gafos 1998 and Rose 2000 for discussion).

5 Conclusion

Segmental similarity avoidance constraints, like the OCP-Place constraint in
Arabic, can be functionally motivated using current theories of language pro-
cessing that predict difficulty in processing repetition. These constraints have
been shown to be gradient, such that lexical co-occurrence patterns reflect de-
grees of well-formedness with respect to the functional constraint. The gradient
nature of these constraints provides strong evidence for their functional moti-
vation. For similarity avoidance constraints, the degree of co-occurrence is a
function of similarity, both within individual languages and in typological pat-
terns across languages (Frisch, Pierrehumbert, and Broe 2004; MacEachern
1999). Similarity plays a key role in the functional motivation of the constraint.
To the extent that repeated items are similar, the repeated items will be difficult to
individually activate and encode in the proper serial sequence in perception and
production. Similarity leads to mutual activation and competition that interferes
with correct identification and serialisation. To the extent that activation and
serialisation are universal properties of language processing, segmental OCP
constraints can be explained through universal forces that shape all languages.
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were presented at Johns Hopkins University, the University of North Carolina, and the
75th meeting of the Linguistic Society of America and I would like to thank those
audiences for their comments. This work was supported in part by the Language
Learning Research Assistant Professorship at the University of Michigan.

1. Note that in this case the presentation of a word from a dense neighborhood prompts
a faster response than the presentation of a word from a sparse neighborhood, so it is
not always the case that greater lexical density makes the psycholinguistic task more
difficult. Rather, greater lexical density always leads to greater activation/competition
between words, and the effect of that activation depends on the task.

2. Another solution to processing activation patterns over time is to add a special layer
of nodes that represent a memory for the context preceding the current state of the
network. This layer is called a recurrent layer, and is usually implemented as a
layer that is identical in structure to the hidden layer. The recurrent layer records the
activation level of each node of the hidden layer from the previous time step. This
allows the model to have some knowledge of its previous state which can then be
used to guide the activation pattern in the hidden layer to the next state (e.g. Elman
1990). A recurrent network such as this could be used in the task of encoding words
(e.g. Dell, Juliano, and Govindjee 1993). Informally speaking, the processor knows
what sequence of segments is trying to be produced from the input word, and the
recurrent layer reflects how far in the sequence of internal steps of processing it has
proceeded. This knowledge is then used to change to the appropriate internal state
and produce the next segment in the sequence.

3. The gestural account of Arabic co-occurrence is not entirely suitable (McCarthy
1994) and perceptual factors may also be involved (Zawaydeh 1999).

4. In cases where reduplication does not preserve identity, the reduplication process
results in a less grievous violation of similarity avoidance. In these cases, the func-
tional difficulty is at least partially circumvented. To my knowledge, connectionist
models of language processing have yet to be applied to cases of non-identity in
reduplication.
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